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Abstract 
Droplet microfluidics is likely to play a central role in the development of lab-on-a-chip 

technologies and as a result, significant research is directed towards this field.  Understanding the 

spatio-temporal dynamics of discrete droplets inside microfluidic devices and the design of 

microfluidic devices for specific tasks are some of the dominant research topics. These works 

have since resulted in the development of microfluidic devices with functionalities such as 

sorting, merging, synchronization, storing etc. However, the anticipated application of 

microfluidic devices to more complex problems will require more integrated devices that can 

incorporate the above functionalities on a single chip. In the current work, we present a genetic 

algorithm optimization based design tool for discovering very large scale integration of discrete 

microfluidic networks for a given objective function. The application of the algorithm is 

demonstrated through a combinatorial sequencing problem, where the objective is to achieve 

three different droplet combinatorial sequences for three different droplet types. Multiple 

fascinating, but non-obvious designs were discovered for this application. It is difficult to 

imagine such devices being designed using trial and error experimental procedure, which has 

been the main route for obtaining microfluidic device designs. With advances in technologies for 

fabrication of microfluidic devices, the current tool can be a significant step towards drastically 

cutting down on the laborious trial-and-error design process and help in developing droplet 

microfluidics based lab-on-a-chip platforms cheaper and faster. 
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1. Introduction 
As a cornerstone for lab-on-a-chip technologies, the field of droplet microfluidics has 

become an important research field.  Sustained research interest in this field is expected in the 

foreseeable future due to the remarkably wide range of applications for droplet microfluidics 

within biology and engineering fields. Some of the proposed  applications include its utilization 

in chemical kinetics and time-controlled synthesis (Wang et al., 2006), high-throughput 

screening of cells (Brouzes et al., 2009), combinatorial chemistry (Song et al., 2006), fabrication 

of micro and nano-particles (Song, et al., 2006; Xu et al., 2005; Nie et al., 2005); integration and 

automation of biochemical assays (Haeberle & Zengerle, 2007), single cell analysis (Huebner et 

al., 2007), usage in non-electronic coding or computer functions (Fuerstman et al., 2007), etc. 

In most of the aforementioned applications, microfluidic devices are often restricted to 

being droplet generators (Maddala et al., 2011). To extend the use of these devices to more 

complex biological analysis, additional functionality needs to be incorporated beyond the role of 

droplet generation. Such functionality may include droplet sorting (Christopher et al., 2009; 

Cristobal et al., 2006; Hatakayema et al., 2006; Sessoms et al.,  2010), synchronization (Prakash 

& Gershenfeld, 2007), merging (Jin et al., 2010), and storing (Boukellal et al., 2008; Laval et al., 

2009; Shim et al., 2007; Bithi & Vanapalli, 2010; Abbyad et al., 2011)  among others. An 

attractive approach for designing such integrated microfluidic devices would be to transport 

confined droplets through cleverly engineered fluidic networks (Maddala & Rengaswamy, 2014; 

Prakash & Gershenfeld, 2007) where these tasks can be accomplished passively. This requires a 

good understanding of the spatiotemporal dynamics of droplets or bubbles confined inside 

microfluidic device networks. Whereas the dynamics of droplet behavior inside confined 

microfluidic devices has been relatively well studied (Maddala et al., 2013; Fuerstman, et al., 

2007; Schindler & Ajdari, 2008; Cybulski & Garstecki, 2009; Sessoms et al., 2010; Sessoms et 

al., 2009; Smith & Gaver, 2010),  the movement of droplets inside the simplest of devices can be 

very complex, which makes the design of very large scale integrated microfluidic devices 

challenging. 

Conventionally, rigorous experimentation has been the main state-of-the-art approach 

(bottom-up) for obtaining optimal designs of such microfluidic devices. However, due to its trial-

and-error nature, this approach is slow and can be expensive for designing very large scale 

integrated microfluidic networks. Thus, it is anticipated that advanced computational techniques 
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(Maddala & Rengaswamy, 2014) will become the main route for designing such devices. This 

approach would involve the use of rigorous simulations to obtain optimal designs for a given 

design objective.   

Recently, the use of computational techniques to design a multi-functional microfluidic 

device, to passively control droplet spacing, using genetic algorithm was highlighted (Maddala & 

Rengaswamy, 2014). The capability of such an approach was demonstrated through three case 

studies: namely, the synchronization of droplets for a particular input spacing, the 

synchronization of droplets for a range of input spacing, and realization of constant delay 

between droplets exiting the ladder network. The model discovered a number of interesting 

ladder network orientation designs to achieve the above objectives.  

In the current work, the above model has been extended to the design of very large scale 

droplet-based microfluidic platforms that may comprise of thousands of individual devices in a 

large interconnected network. To achieve this, we proposed a representation of any droplet-based 

microfluidic platform as a combination of nodes and branches using graph theory principles. 

Using genetic algorithms, optimal designs of such structures are discovered for a specified 

objective function. The major contributions of the work are: (i) reformulation of the microfluidic 

designs as a combination of nodes and edges that results in enhancing the generality of the 

approach, (ii) study of the coding schema and genetic operators for this representation, (iii) 

metrics to quantify the architecture of microfluidic devices, and (iv) the discovery of multiple 

interesting but non-obvious very large scale microfluidic network designs for a combinatorial 

sequencing problem in which three different droplet sequences were obtained from three 

different droplet types. To the best of our knowledge, no such study has been performed before. 

In section 2 and 2.1, the model description and the simulation equations are presented. 

The problem statement for the combinatorial sequencing is presented in section 2.2; genetic 

algorithm formulation for this objective function is presented in section 2.3. Results obtained 

from the genetic algorithm along with the sensitivity analysis are presented in section 3. The 

paper ends with conclusions and future work. 

2. Model description and simulation setup 

Microfluidic design problems are characterized by combination of structural and 

continuous variables to which bounds and constraints are applied. The structural elements are 

related to the topology of the network, these include the number of branches (parallel, 
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convergent or divergent) and sources and sinks through which droplets enter or leave the 

network.  The continuous variables are the channel lengths and droplet feeding frequencies. In 

this work,  the continuous variables are taken from literature (Maddala et al., 2011; Maddala & 

Rengaswamy, 2014) and the discrete variables are optimized using genetic algorithm. 

The simulation tool used in the current study predicts the dynamics of droplets in any 

microfluidic device. A decomposition strategy (Figure 1) is used to decouple the droplet motion 

and the flow-pressure calculations. This strategy not only has advantages in terms of faster 

simulations but also in generalizing the design approach.  

 

Figure 1: The decomposition technique strategy for designing large scale microfluidic networks 

The simulations are started by initializing the branch resistances without any droplets. 

The flow-pressure calculations are then performed to establish the flow of the bulk fluid in all the 

branches of the network, thereby allowing the calculation of all the droplet velocities. After the 

velocity computations, the droplets can be transported in the network until they reach various 

nodes and are ready to relocate to different branches.  After the droplets decisions are made, the 

branch resistances are recalculated. At this point, the flow-pressure network calculations are 

performed again, and this is repeated until all the droplets exit the network or the termination 

criterion is met.  The other aspect of the current simulation approach deals with the granularity of 

the network representation for the flow-pressure simulations as explained in section 2.1.  
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2.1 Main simulation equations 
 

The equations used to describe the movement of droplets in the current microfluidic network 

systems are similar to those used in previous studies (Maddala & Rengaswamy, 2014; Schindler 

& Ajdari, 2008; Ajdari, 2008; Sessoms, et al., 2009). As the bulk flow is laminar, the problem 

involves the solution of a system of linear equations. The objective is to solve for all branch 

flows, nodal flows and pressures of the network. The corresponding variables are: 

i. Pressures at all the nodes,  

ii. Flows in all the branches,  

iii. Flows into all the nodes,  

In the first stage, the network is converted into an incidence matrix  whose elements are 

0, 1 or -1 and of dimensions ‘ ’ by ‘ ’ wherein the number of rows and columns represent the 

number of branches and nodes in the network respectively. If there is no branch connection 

between two given nodes, the value of that particular element in the incidence matrix is zero. 

Otherwise, based on the flow direction, it is either 1 or -1. Since every branch is between two 

nodes, the summation of all the elements in each row is zero.  

The flow equations are described as follows: mass must be conserved at every node implying 

that ∑  and therefore, . The pressure across a given 

branch is the product of the flow rate in the branch and the hydrodynamic resistance: 

. Based on the supply and demand at each node, . 

Positive (negative) flows will imply that the node is a source (sink) and zero flows will imply 

this is an intermediate junction. Matrix C has dimensions x , where  is the number of flows 

that are not specified. 	is the flow boundary condition at the nodes. Likewise the boundary 

conditions for the pressure are given as	 . Matrix D has dimensions 	x	 , where 

 is the number of specified nodal pressures.  Consolidated modeling equations are given as 

follows: 

0                                                                                                   (3) 

0                                                                                                   (4) 

                                                                                                                    (5) 

                                                                                                                     (6) 
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Converting the equations into block matrix form: 
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The dimension of the left hand side matrix is by . To obtain a unique 

solution, the number of boundary conditions  must be equal to	 . Therefore, at every 

node either the pressure or flow needs to be specified to solve the system of equations. The 

droplet velocities and the times at which the droplets reach the nodes are calculated based on the 

solution to these equations. 

 Each droplet enters through a source node based on a predefined inlet feed frequency. As 

they travel along the network, they constantly make decisions based on predefined rules, entering 

and exiting different branches, changing directions along the way until they exit the network. At 

a given node the droplet decision is determined based on the resistances of the branches that are 

connected to this node. The drop is moved into the branch that has the least resistance or 

maximum instantaneous flow rate. The resistances of the branches change dynamically as the 

droplets move along the network.  The time required for droplets in the network to reach the next 

node along with the droplet entrance and exit times are calculated. A minimum of these times 

 is then determined to decide which droplet makes the next decision. The droplets are then 

transported along the network based on  . This process is performed at every time step until 

all the termination criteria are met. 

The network model has been validated in a number of studies. In our prior work 

(Maddala et al., 2011),  we have shown that the model can predict complex behavior that are 

experimentally observed in simple loop devices. Further, we have shown that the network model 

can also be used in ladder devices (Maddala & Rengaswamy, 2014). However, experimental 

validation of these models in complex interconnected networks still needs to be undertaken. 
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2.2 Problem statement 

 Very large droplet-based microfluidic integration (VLDMI) that incorporate precise 

control of droplets in space and time is demonstrated through the design of platforms that 

achieve a specific objective. The objective in this paper is to sort - different droplets entering 

through different arms in a network – into exit arms at pre-specified sequences as shown in 

Figure 2 

 

Figure 2: Targeted exit droplet sequence  

 

 To obtain a specific sequence of drops at a given exit, an objective function based on the 

Hamming distance is given as follows: 

     )( di SSabsH                   ( 8) 

where, iS is the drop sequence obtained by the simulation while dS is the desired sequence. In a 

platform with multiple exits, the value of the objective function is obtained by summing over all 

the exits. The problem formulation for optimizing the structures for a given sequencing objective 

function is then as follows: 

	 , , …  (9)	

	 :	

Ω , 	1	

1			

	 0,1 	∀	 1,2, . . 	 
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where, X is a column matrix containing all the decision variables.  The dimensions of the matrix 

 are based on the maximum number of intersections possible in a grid. An intersection in this 

case is a point, other than the node, where two branches may cross each other. The maximum 

possible intersections for a  x  grid is 1 . Therefore the dimensions of Q are 1 x 

.  The value of  is obtained from Equation 10.   

1 4 2            (10) 

 

, 	1, if  is a decision variable that corresponds to an intersection as shown in Figure 

3(d), else , 	0. Therefore each row of the  matrix will contain two values of 1	and the 

rest zero. The initial network is transformed into an adjacency matrix (Ω) with the following 

properties: 

i. The adjacency matrix (Ω) represents a graph and has dimensions 	x , where  is the 

number of nodes in the graph/network. 

ii. Ω , 0	 	1; 	 	 , the value of 1 implies that a branch exists between 

node  and , otherwise is 0.   

In converting a given network into the nodal, it is realized that the network might be 

disjoint, i.e., there might be some branches without any connections and some branches that are 

not connected to a source or sink. This could arise if a user or the design algorithm leaves some 

branches unconnected or intersect the branches without specifying an intersection point (Figure 

3) or a source/sink not connected resulting in an infeasible solution. 
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Figure 3: A normal network (a) and one that violates constraints ((b) and (c)) and network 

variables (d). 
 
Thus, graph theory concepts were employed to implement the first set of constraints to avoid 

such disjointed networks and ensure that the network problem has a solution. The  in the above 

constraints equations refers to the maximum distance between two nodes of a graph and this 

value is 1. The term  consists of all the source nodes. is the set of all the sink nodes plus 

the nodes that have a value of one. 

 As both the objective function and the constraints are nonlinear, the formulated problem 

can be characterized as a binary integer nonlinear programming problem. In general these 

problems are solved by classical deterministic gradient-based methods that are used for solving 

mixed integer nonlinear programming (MINLP) problems.  Such methods may include the 

branch-and-bound (Parker & Rardin, 1988; Gupta & Ravindran, 1985; Quesada & Grossmann, 

1992), Extended Cutting Plane methods (Westerlund & Petersson, 1995), Generalized Benders 

Decomposition (Geoffrion, 1972) etc. However, the lack of a closed form analytical expression 

for the objective function for typical design problems would make it difficult to use such 
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deterministic methods. Additionally, repeated gradient evaluations during the simulation would 

be numerically cumbersome as the objective function is calculated through numerical 

simulations (Maddala & Rengaswamy, 2014). Use of alternative derivative-free 

methods/algorithms that require only the availability of objective function values but no 

derivative information is an alternative approach.  Examples of such methods include the Nelder-

Mead simplex algorithm (Nelder & Mead, 1965), particle swam algorithms (Kennedy & 

Eberhart, 1995; Eberhart & Kennedy, 1995 ), genetic algorithms (Holland, 1975).  

 A genetic algorithm (GA) method was adopted for the current design approach. GAs 

have shown promise in efficiently solving  combined structural and continuous problems 

(Garrard & Fraga, 1998; Maddala & Rengaswamy, 2014; Ravagnani et al., 2005). GAs are also 

reported ( Maddala & Rengaswamy, 2014) to have the added advantage of identifying several 

acceptable designs due to the principle of hyper-plane sampling. The appeal for genetic 

algorithm formulation is that they also are easily scalable through parallel computing and are 

extendable to MINLP problems. However, it is difficult to prove convergence of GA algorithms 

and global optimality is hard to establish. 

2.3 Design approach  
As mentioned, a genetic algorithm (GA) optimization approach is used for the design of 

large scale microfluidic networks. Genetic algorithm was successfully implemented in our 

previous work (Maddala & Rengaswamy, 2014) to design ladder networks. The major difference 

is in the node-branch architecture of the current GA which helps to break down the droplet-based 

microfluidic networks to the lowest possible model description. This means that any complex 

architecture can be represented by assembling the lowest level model fragments.  An 

implementation of this GA approach is illustrated in Figure 4. 
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                                  Figure 4: Proposed approach for modeling and simulation of large scale 

microfluidic devices 
 
Once the structure grid and general properties of the network are defined, the GA is initialized by 

generating a random population of M networks that satisfy the constraints. Later on, the GA 

operators are applied in order to progress the population to obtain networks that meet the design 

objective. The key GA components: mutation, cross-over, reproduction or selection, and fitness 

function are described in the next subsection. 

 

Coding-Decoding 

 A coding scheme that involves the representation of microfluidic networks as an 

adjacency matrix is formulated. The variables , , , … . . 0,1  characterize connections 

in the network; a value of 1 implies that there is a connection and 0 otherwise. As an illustration, 

the adjacency matrix for a 3x3 grid is shown in Figure 6. For a given network of grid size  x	 , 

the maximum number of variables required in the matrix is given by Equation 10. Therefore, the 

total variables required to define the geometry of the network on this grid system is 20. 
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Figure 5: Coding of Microfluidic network: grid network as represented by adjacency matrix 

 

In Figure 5, five out of nine nodes are utilized to construct the network. Solid lines 

between the nodes imply that a branch exists, whereas a dashed line between the nodes implies 

the absence of a branch. This information is transformed into the adjacency matrix by making the 

corresponding rows in the matrix completely zero. Figure 6 shows a generic adjacency matrix for 

a 3x3 grid system. However, this approach requires implementation of genetic operations on 

large sparse matrices, resulting in considerable computation time. Therefore, the coding scheme 

was reformulated by transforming the adjacency matrix to a single vector consisting of binary 

values, as illustrated in Figure 6.  The binary string contains all the information from the sparse 

adjacency matrix.  This transformation results in an easier decoding and decreased computation 

time. 

The adjacency matrix shown in Figure 5 contains redundant information because of 

having zero rows.  The redundant information is also transformed into the coded binary string as 

shown in Figure 6. It is important to retain this redundant information because it results in coded 

structures of fixed lengths. The development of the algorithm would become extremely 

cumbersome on binary strings of varying size.  For example, the generation of the initial 

population of design structures is straight forward for random binary strings for fixed length. 

Moreover, it is easier to identify and eliminate any repeating structures using strings, which 

enhances diversity in the population.  
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Figure 6: Coding of microfluidic networks: Adjacency matrix into single vector 

 

Genetic operators 

Three standard genetic algorithm operators; mutation, two-point crossover and tournament 

selection are proposed in the current work. 

 

Mutation 

During mutation, a bit in a given binary structure is randomly changed from 0 to 1 and vice versa 

thereby modifying the structure of the microfluidic network. This operator results in branches 

from a given structure being randomly added or deleted, thereby increasing the diversity of the 

population. The mutation operation is performed based on a predefined probability which is an 

input parameter to the algorithm. 
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Figure 7: Genetic operations 

Two-point crossover 

In two-point crossover operation, two structures (parents) are combined to create a new 

pair of structures (children) as shown in Figure 7. Two parent microfluidic structures are picked 

randomly from the population and two daughter structures are generated. Consider the two 

parent structures to have strings and , the off-spring structures will have strings,  and 

 which are calculated as: 

1: 1 : 1:        (11) 

1: 1 : 1:        (12) 

Where  and  represent a location within the parent structures where crossover occurs. They 

are integers randomly generated from 2 to the length of the parent structures . A one-point 

crossover operation can also be used for this purpose. The off-springs generated from the cross-

over operation inherit properties from both their parents.  It is important to note that once the 

children are produced, they are tested for constrain violation. The process of reproduction is 

repeated until children that meet the specified constraints are obtained. They are then retained as 

part of the new population. 
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Selection 

The main objective of the selection operation is to create future generations of structures 

from the existing population by terminating non-elitist individuals (structures).  After the GA is 

initialized by generating “N” random structures, the genetic operators are performed on these 

structures generating new structures.  The selection step is performed in combination of elitist 

and diversity principles. The elitist approach will pick structures with maximum fitness. The 

selection continues until a new population of structures of size “N” is generated. However, if all 

these structures are similar, the proposed GA leads to a local optimal solution.  Hence the 

diversity approach helps maintaining a diverse population at every generation. This diversity 

principle also ensures that the final population has several solutions for a given fitness function. 

The future generations are made up of the elite solutions (whose size is an input parameter to the 

model) that are carried over from the current generation and the children generated from the 

selection operator.  

The above two principles are captured by fitness  and diversity  metrics. The 

former quantifies the structures with respect to a given objective function while the latter 

quantifies the similarity of a given structure with the rest of the population (Maddala & 

Rengaswamy, 2014). The diversity metric   used to estimate the diversity between two 

microfluidic structures in the current study is defined based on the “2-norm”vector norm as 

shown below: 

∑ ,  ∀ 1: &   (13)  

	 ;   ∀ 1:         (14) 

The above equation to calculate  is equivalent to calculating the Euclidean distance between 

two vectors. It can be seen that each element  in vector  quantifies the difference between 

the  and 	  structures in the population. The smaller the value of , the less the diversity 

between two given vectors and a zero value of   implies that an exactly similar structure 

exists in the population.  

The fitness function is generally determined based on the design objective. In fact the 

success of the GA algorithm depends on identifying appropriate fitness function. The fitness 

function of the current work is provided in the next section. 
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Fitness Function  

The emphasis of the current work is to design VLDMI networks that can achieve specific 

objectives. In doing so, we ask the question: can we use the GA approach to discover 

microfluidic networks that can achieve combinatorial sequencing of three different droplets to 

three specific pre-defined sequences? In answering the above question, it was important that an 

appropriate objective/fitness function is defined for the GA algorithm. A pictorial representation 

of the problem is shown in Figure 2.  

The three droplet sequence types ("AAAA", "BBBB", "CCCC") enter the device via 

three different sources (A,B &C) located at nodes ( 1, 3 & 5) respectively and each of the desired 

sequences must exit via the three sink nodes ( 21, 23, & 25). The sequences ‘ABAB’,‘ACAC’ 

and ‘BCBC’  are desired in the top, middle and bottom exit sinks respectively. The three droplet 

types were color coded as red, blue, and cyan. A Hamming distance-based algorithm was utilized 

in formulating the objective or fitness function using the following considerations:  

i. The total number ( ) of droplets exiting in a given sink and subsequently the total 

number of droplet pairs ( ) in this set of droplets are determined. The droplets that are 

not part of the desired sequence in that particular sink are also counted ( ).  The 

remaining droplets ( ) are the set of droplets constituting the desired 

sequence for that particular outlet.   

ii. The pair(s) of droplets ( , ) making up the desired sequence in each sink are also 

determined. 

iii. A penalty ( ) is associated with the presence of the undesired droplets in the set of drops 

exiting in the sink or outlet. It is calculated as the ratio of the number of undesired 

droplets to the total number of droplets in the sink or outlet nodes is 

               (15) 

This penalty is however applicable if there are droplets leaving in a given sink otherwise the 

maximum penalty value of -1 is imposed if no droplets are leaving in that sink. A value ( ) 

given in Equation 16 is calculated for every sequence in the sink. This represents the value of 

the fitness function in every exit arm i.e.    
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,                            (16) 

where, ,   is the number of pairs of droplets available to form the desired 

sequence.  

The overall value of the objective function or fitness is then given as 

∑        (17) 

It can be noted that the maximum value of the fitness function is 3 if a perfect sequence is 

achieved in each sink. The GA progresses in such a way that the fitness function value is 

maximum and this ensures that the perfect droplet sequences exit the device. 

3. Results and Sensitivity Analysis 

3.1 Results 

The designs that satisfy the objective function along with their design parameters is 

presented in the beginning of the section. Several metrics are proposed that help in comparing 

these results. A thorough analysis on the performance of genetic algorithm along with the 

sensitivity analysis to the parameters of algorithm are presented later in this section 

A total of 71 droplets of each type (color) enter the device. The maximum number of 

nodes in the microfluidic network is fixed as 25; this translates into a network with grid of size 

5x5 and the size/length of design variables vector ) to 72. The source nodes are 1, 3, and 5 and 

the sink nodes are 21, 23 and 25.  The bulk fluid flow rate is 450 µL/hr, the droplet resistance is 

10.016 kg/mm4s, and the slip factor (β) is 1.3717.  Experimental uncertainties such as: noise in 

droplet feeding frequency, and fabrication errors in lengths of the channels are incorporated in 

the model. A uniform distribution-based randomly generated value is added to both channel 

lengths and droplet frequency. Additional model parameters used in this work are provided in 

Table 1. 
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Table 1.0 Summary of key simulation parameters that were used in the current study 

Parameter Value 

Population size 50-100 

Elite population size range 4-15 

Droplet entry frequency  (s-1) 21.70 

No. of droplets in each source 71 

Network grid dimension 5x5 

Grid spacing (µm) 1500 

Rectangular channels dimensions, µm 

(height x width) 

50x100 

 

Design I, shown in Figure 8, is a network discovered by the GA that satisfies the 

objective function. The figure shows four snapshots taken at different times after the drops enter 

the platform; these snapshots highlight the dynamics of the drops within the platform before 

attaining steady state.  Simulation is started with no droplets in the network, as shown in Figure 

8(a). In the transient phase Figures ( 8(b) and (c) ), interesting behavior is observed, for example, 

a certain droplet translates back and forth as shown in the highlighted area of Figure 8(b) before 

moving into another branch. Steady state behavior emerges after several transients and the 

combinatorial sequencing is achieved as shown in Figure 8(d). There are approximately the same 

number of drops of each type in the network due to the uniform feeding frequency 
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Figure 8: Design 1(a) simulation started with no drops in the network (b) transient of droplet 

motion (highlighted area shows droplet moving back) (c)network close to reaching a steady state 

(d) network at steady state 
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Figure 9: Design II  

 

Figure 10: Additional microfluidic network designs (a) Design III (b) Design IV  

 

 Additional designs, that satisfy the objective function, are presented in Figures 9 and 10 

(a, b).  In these designs, only the final steady state position of the droplets is depicted. Despite 

the differences in the geometrical structures of these networks, it was interesting to find 

similarities in the droplet dynamics. In most of the designs, the top and bottom sequences are 

achieved faster compared to the middle sequence. The sequences in the top and bottom can be 

achieved via a direct route, whereas the middle sequence is obtained via a convoluted route; 

therefore it takes longer time to achieve the sequence in the middle exit. These results 

demonstrate the ability of the GA approach to optimally identify diverse solutions for a given 

objective function.  
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 In this work, we propose novel metrics to quantify the microfluidic networks based on 

droplet motion, geometric structures and noise tolerance. The objective of this quantification is 

to understand the advantages and disadvantages of choosing a particular design over another; this 

information will be invaluable in fabrication. The unique advantage of GA is that, these metrics 

can be further incorporated in the optimization using a penalty. The metrics proposed to quantify 

the results are as follows: 

 (i) Number of branches - The total number of branches that comprise the network 

normalized with the maximum possible number of branches. 

(ii)Minimum decision time difference :This is the minimum time difference between two 

decision events normalized with . The time required to travel one droplet length is defined as 

, where  is the droplet length and   is the cross sectional area of the channel. The 

value is obtained from the experimental data(Maddala, et al., 2011). It is shown that, at 0, 

the droplet dynamics transitions from a steady periodic state to a chaotic state ( Maddala et al., 

2014) , therefore a design with higher is better as it will be robust to experimental 

fluctuations .  

(iii) Minimum difference in branch resistance , : The difference in resistance between 

two branches when a drop makes a decision. A higher ,  value implies a higher stability 

for the network. 

(iv) Steady state time	 : The time it requires to reach steady state normalized to the time 

	  droplet would take to travel between two corners in the longest possible distance for a 

given grid dimension. The value of 	for a grid dimension of x is , where  is 

the distance between two grid points or the length of the branch. The lower the value of  the 

better the design as the droplets would have travelled less distance before achieving steady state. 

 (v) Steady state exit drops , :  The percentage of the feed drops that exit before the 

desired sequences is obtained. The lower the value of , , the better the performance of 

the network. 

 (vi) Noise tolerance : The simulation is performed by gradually increasing the noise levels in 

the droplet inlet time . The standard deviation in the 	is increased from 10  to	10 . 
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The highest noise level for which the network satisfies the objective function is labeled as . The 

higher the value of , the higher  robustness to disturbances in droplet generators. 

The proposed metrics are evaluated for all the 4 designs and are tabulated in Table 2. 

 

Table 2: Summary of major design performance metrics 

Design 

(Figure #) 

 ,   , (%)  

1(Fig. 8)   5.08E-05 2.86E-11 0.682     98 (46.0) 10.979 10  

2(Fig. 9a) 2.24E-03 6.62E-11 0.750 27 (12.7) 4.478 10  

 3 (Fig. 10a) 9.62E-03 7.28E-11 0.750 29 (13.6) 4.724 10  

 4 (Fig. 10b) 3.55E-09 9.12E-11 0.773 21 (9.85) 4.016 10  

 

  

From Table 2, designs 2, and 4 have the same number of branches and approximately same 

, and . In these designs,   is directly proportional to the ,  but no specific 

trend on  . In case of designs 1 and 4, the increase in the number of branches is compensated 

by delay in achieving the steady state and a low value of , . Decrease in the number of 

branches makes the network more congested as same number droplets travel in these networks. 

This is reason for having a lower ,  and a higher , in case of design 1.  Based on the 

metrics provided in Table 2, the network with highest stability is design 3; this design has the 

highest 	and , .  Under increased experimental fluctuations, design 4 still emerges as 

the best design since it achieves the sequences within the shortest time. It was interesting to note 

that designs 1,2& 4 were robust to the same levels of noise. 

In addition to the above design parameters, a number of visual topological features were 

noted some of which can be used to explain the above observations. The droplets (cyan) from the 

middle sink travel in two different directions towards the top and bottom sinks/exits where they 

are utilized to obtain the desired sequences. The shortest distance traveled by these droplets is 

equivalent to 5 branch lengths as seen in designs II, III and IV. Similarly, the minimum distances 

traveled by the droplets (red)  from the top source is 4 branch lengths towards the top sink 

(designs II and IV) and 5 branch lengths towards the middle sink (design IV). Lastly the droplets 
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(blue) from the bottom source also traveled a minimum of 4 branch lengths on their way to the 

bottom and middle sinks as seen in designs I, II and III. In all the designs, the droplets traveled 

the longest distances in design I and this explains the longest time it took for the design to 

achieve the desired sequences. It was particularly interesting to note that the desired sequences 

were formed quicker in cases where the two droplets forming the sequences traveled the same 

number of branches. This was the case in design IV, in which the droplets forming the sequences 

in the bottom and middle sinks/exits covered same distances. In combination with the minimum 

distance covered by the red droplets towards the top sink, the above observations are consistent 

with the observation that design IV achieved steady state in the shortest time. Similar reasoning 

can be applied to explain the observed design steady state times. It was also observed that not all 

the branches in the designs were utilized to achieve the desired sequences. The percent of 

branches utilized in the branches were 86.7, 69.7, 66.7, and 76.5% for designs I, II, III and IV 

respectively. This can be useful information during the fabrication of the designs if the redundant 

branches can be eliminated without affecting the performance of the network. 

Whereas each of the above designs were obtained from different runs, it was quite 

remarkable that in each of the given runs, it was possible for the GA to obtain multiple 

designs/solutions. This was the case for the run corresponding to the design of Figure 10a. A 

solution is obtained when the maximum fitness is obtained as shown in Figure 11.   

 

Figure 11: Highest and average fitness values as a function of generation. 
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In Figure 11, the profiles of the highest and average fitness values of the population as obtained 

from the objective function are plotted. It can be seen that the simulation progresses with the 

highest fitness values steadily increasing until it reaches the maximum value of 1 at which point 

the GA has found networks that achieve the desired sequences.  

 

Figure 12: Final population fitness 

 

When the fitness distribution of the final population was plotted as shown in Figure 12, it is 

evident that a total of five structures/designs (with maximum fitness values) were identified by 

the GA since it is ensured that there are no repeating structures or individuals in the population. 

This is an important advantage of the GA approach as compared to other optimization 

approaches in which a single solution is obtained. 

 

3.2 Sensitivity analysis  

Sensitivity analysis on the key parameters, of the genetic algorithm, is presented in this 

section. The parameters include mutation probability, population size, elite population size and 

the type of cross-mutation. The effect of varying each of these parameters on the genetic 

algorithm is presented in Figures 13-15 
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Figure 13: The effect of mutation probability on the maximum population fitness 

 

Figure 14: Effect of elite population size on the maximum population fitness 
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Figure 13 shows the effect of mutation probability on the performance of the GA. A 

mutation probability of 0.9 is found optimal; GA has attained solution just under 500 iterations at 

this probability. As the mutation probability is reduced the number of iterations to attain a 

solution has increased. GA never converged to a solution for mutation probabilities less than 

0.05. At the mutation probability of 1, the algorithm took more generations to achieve the 

solution; further having only mutation made the final population less diverse. Therefore optimal 

mutation probability of 0.9 is used in the current simulation.  

The effect of the elite solution size is contrary to that of the mutation probability as 

shown in Figure 14. The smaller the elite population sizes the faster the GA in achieving 

maximum fitness. Increasing the elite size resulted in lower fitness values and ultimately a 

failure to reach the maximum fitness values. It is suspected that a lower value of the elite size 

results in the GA obtaining a more diverse population which seems to aid in the attainment of the 

maximum fitness values.  

 

Figure 15: Variation of maximum fitness values with population sizes of 100, 80 and 50. 

Figure 15 shows the effect of population size on achieving the results. The variation of 

the maximum fitness was studied with population sizes of 100, 80 and 50.GA was able to reach a 

solution (at maximum fitness value of 1.0) in the fewest number of iterations for a population 
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size of 100. GA was not able to obtain a solution even after prolonged simulation time (2500 

iterations) for population sizes of 80 and 50. The algorithm reached a maximum fitness value of 

~0.85 and ~0.73 for population sizes of 80 and 50 respectively.  GA was able to attain a solution 

at less number of iterations for population sizes more than 100 but this resulted in increase in 

computational burden because of more function evaluations. Therefore a population size of 100 

was used in the current study. 

 

Figure 16: Comparison of performance of two-point and one-point crossover mutation 

The effect of a one-point crossover and a two-point crossover process on the progress of 

the GA is shown in Figure 16. The highest fitness value of the population from the two-point and 

one-point crossover operations runs are plotted in the figure. Both runs were performed with the 

same initial population to avoid the well-known dependence of the GA on the quality of the 

initial population. From the results, the run with the two-point crossover obtained a solution after 

about 1000 generations while that with a one-point crossover did not obtain a solution even after 

about 3500 generations. Clearly, the two-point crossover operation performed much better than 

the one-point crossover operation and thus was preferred in the current study. 
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4. Conclusions 

In the current study, we presented a novel route for potentially identifying very large 

scale integrated droplet-based microfluidic networks for a given objective function. The study 

revealed multiple interesting but non-obvious designs that satisfy the given objective function. 

The current work identifies only the geometry of the microfluidic devices given an 

objective function. In addition to the geometric parameters, the design parameters of these 

structures such as branch dimensions, flow rates etc., have to be carefully identified by the GA 

approach.  

The trial and error experimental procedure to identify such designs is time and labor 

intensive. As the number of chemicals and sequences scale-up it would be impossible to identify 

the design parameters using pure experimental techniques. Moreover, if one were to require 

intermediate processing steps with different residence times, the design problem would be even 

more complex. The power of the GA approach is that any of these design requirements, and 

combinations thereof can be incorporated into the fitness function with minimal effort and the 

other part of the design framework need not be modified at all.  

Through sensitivity studies, it was observed that with a population of 100 individuals, a 

smaller elite population size and a higher mutation probability favored faster convergence of the 

GA to solution when a two-point crossover operation was used.  

The generic nature of the current design approach helps in obtaining microfluidic 

platforms for different objective functions. Moreover, with recent advances in the micro-

fabrication techniques, the current tool can be a significant step towards drastically cutting down 

on expensive and time intensive trial-and-error design process. One immediate avenue for future 

work is the experimental verification of the GA inspired large-scale microfluidic designs. 
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