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#### Abstract

Providing accurate and reliable travel time information to travellers is essential to improve the quality of public transit systems. With the availability of the latest technologies, it has become possible to collect a large amount of traffic data to analyze and understand these systems better. Traffic in India is characterized by lack of lane discipline and the presence of vehicles of varying static and dynamic characteristics, which makes prediction of bus travel time especially challenging. The aim of this study is to identify both a prediction algorithm that can handle high variability and suitable inputs or regressors to be used. Earlier studies performed offline manual grouping considering the patterns observed, which leads to limitations for automated field implementations. The present study explores the use of data-driven approaches, primarily clustering, to address the challenges for the prediction of bus travel time trends. Discrete wavelet transform (DWT) was used to extract trends from the travel time measurements. Three popular clustering algorithms-k-means, hierarchical, and self organizing maps (SOM)-were used to identify patterns. Travel time trends were then predicted by searching for similar cluster patterns within the historical database using pattern sequence-based forecasting (PSF). A comparison of the performance of these algorithms was carried out based on prediction errors. The clustering + prediction framework developed was also compared with the case when no clustering was done on the regressor dataset.


Travel time is one of the most popular measures of traffic system performance, as it can be easily perceived by users as well as by operators, planners, and researchers. Most of the private and public vehicles operating in metropolitan cities are now equipped with global positioning system (GPS) devices. Due to the low operation and maintenance costs associated with GPS devices, they are widely used for real-time tracking of vehicles such as public buses. In this process of tracking vehicles' trajectories, a huge amount of trajectory data is generated which serves as a rich historical database. Many studies have reported on travel time prediction using GPS data from buses ( $1-3$ ). In all these studies, however, a systematic method to identify the best inputs for the prediction process is lacking.

The accuracy of any prediction algorithm depends on the input provided to it. Hence, there is a need to identify correct inputs for the prediction algorithm by considering the natural groupings in the data and also the high variability in the system. Travel time, in general, follows certain patterns such as trip-wise, daily, weekly, monthly, and yearly, and they influence the selection of the correct regressor (4-7). In the majority of the earlier studies on
bus travel time prediction, suitable regressors were selected manually offline, based on these patterns. However, for real-time implementations, there is a need for an automated method to analyze the data in order to identify the correct inputs, referred to as regressors here, to be used to predict bus travel times. For example, Kumar et al. (7) predicted travel times by identifying significant regressors using statistical analysis by considering each day of the week separately. The patterns were identified offline and were not dynamic in nature. However, in the real world these patterns may not be static and may vary depending on the day, time, location, etc. The system being very dynamic, a technique needs to be developed to group the data automatically rather than separating them manually using known patterns such as

[^0]daily and/or weekly trajectories. Thus, there is a need to identify the correct regressors for the prediction algorithm by considering the natural groupings in the data and also the high variability in the system, ideally with an automated approach. Dynamic techniques need to be identified to do this grouping of data automatically rather than separating it manually using daily or weekly patterns. Clustering is one such data-driven, dynamic technique which can be used to identify the natural groups within a data set. This approach is possible if a large historical database is available. Once such groups are identified, the characteristics of the group can be used for better travel time prediction. For example, Van Der Voort et al. (8) predicted traffic flow on a motorway by dividing the data set manually into weekdays and weekends and also by clustering it using Kohonen maps. It was shown that the latter worked better than the case when the regressor dataset was divided manually.

The choice of the type of clustering technique to be used and the number of clusters into which the data should be divided are two major questions that should be answered. According to Jain et al. (9), there is no clustering technique that can be applied universally. Hence, the identification of the clustering technique that is best suited to the data is a major concern. The important clustering algorithms include: partitional, hierarchical, model-based, density-based, grid-based, and self organizing maps (SOM). Partitioning clustering algorithms, like $k$-means clustering, divide the dataset containing $n$ unlabeled objects into $k$ clusters such that each of the clusters formed has at least one object in it (10, 11). However, the optimum value of $k$ should be known. Hierarchical clustering (12) is another popular clustering algorithm which uses either agglomerative or divisive techniques to create a hierarchy of clusters. In a model-based clustering approach, the data is assumed to belong to a mixture of probability distributions, each representing a different cluster. It then finds the best fit of data to that model
(13). SOM, or Kohonen maps (14), is a type of artificial neural network which projects higher dimensional data into a lower dimension (typically 2-D). Other popular clustering algorithms include density-based clustering (15) and grid-based clustering (16). However, parameters such as density thresholds (17) need to be defined and are not used for time series clustering due to high complexity (18).

Clustering techniques have been reported for prediction of traffic parameters. Chung (19) used a clustering algorithm to group historical travel time data. The computation time reduced significantly after the data was clustered, as only similar segments of the historical database need to be searched to identify the patterns. Ladino et al. (20) used a $k$-means clustering algorithm to organize a historical database into clusters and then used Kalman filtering technique to predict travel time for each cluster. Park et al. (21) used fuzzy c-means clustering and Kohonen SOM to cluster historical link travel times and calibrated individual artificial neural network (ANN) for each class. However, all these studies were limited to homogenous traffic conditions.

A detailed literature review on bus travel time prediction was carried out. The techniques used for travel time prediction can be categorized into naive models, regression models, linear and non-linear time series models, state space models, and ANN, as summarized in Table 1.

A prediction methodology was developed based on a pattern sequence-based forecasting (PSF) algorithm. The two main steps in PSF include the use of a suitable clustering technique to obtain cluster labels and prediction of future values by searching for the previous cluster labels within the database. Alvarez et al. (36) used PSF to predict future energy demand by clustering the data set using $k$-means. It was reported that this technique showed remarkable improvement compared with predictions made using autoregressive integrated moving average (ARIMA) or ANN. Jin et al. (37) extended energy

Table I. Travel Time Prediction Techniques

| Authors | Method |  |
| :--- | :--- | :--- |
| $\begin{array}{l}\text { Weigang et al. (22); } \\ \text { Jeong et al. (23) }\end{array}$ | Naive models | Description |
| $\begin{array}{l}\text { Bertini et al. (24); Patnaik et al. } \\ \text { (25); Abdelfattah et al. (26) }\end{array}$ | Regression models | $\begin{array}{c}\text { Simple or weighted average of the historical } \\ \text { travel times } \\ \text { Bhandari (27); Suwardo et al. } \\ \text { (28); Kumar et al. (29) }\end{array}$ |
| $\begin{array}{l}\text { Vanajakshi et al. (30); } \\ \text { Padmanabhan et al. (31); }\end{array}$ | Linear and non-linear time series models of regressor variables |  |$]$| Used AR, ARIMA, seasonal ARIMA, and non- |
| :---: |
| linear time series models |
| Kumar et al. (3); Kumar et al., |
| (32) |



Figure I. Data hierarchy.
demand forecasting using PSF technique, with SOM as the clustering technique. It was shown that PSF which used SOM as initial classifier worked better when compared with $k$-means as the initial classifier.

From the review of the literature, it was seen that not many studies which used clustering as a pre-processing tool for prediction involved mixed traffic conditions. In addition, in the majority of these studies, patterns in travel time were identified manually using chronological factors. There is a lack of an automated method for travel time prediction based on bus GPS data by identifying the trends in travel times. Considering these limitations, the present study aims to:

1. Identify natural groupings in the data using popular clustering techniques such as $k$-means, hierarchical, and SOM clustering.
2. Carry out the prediction of trends in travel time using PSF technique and compare the prediction performance using each of the clustering techniques.
3. Compare the performance of the clustering + prediction framework with the no clustering case.

## Data Collection

The data used for the study were collected using GPS devices fixed to Metropolitan Transport Corporation buses in Chennai, the capital city of the state of Tamil Nadu, India. The 19B bus route was chosen as the study stretch. The route spans a length of 29.4 km and connects Kelambakkam, a suburban area of the city, to Saidapet, a major commercial area of the city. The northbound 19B route was chosen for the analysis. The GPS data were collected every 5 s from the GPS units fitted to the buses. Data were collected from a total of 1,024 trips
during a period of 45 days. The obtained GPS data includes date, timestamp, and latitude and longitude of the bus location. The distance between two consecutive GPS points was calculated using the Haversine formula (38). For the purpose of analysis, the route was divided into $500-\mathrm{m}$ sections, resulting in 56 sections. The travel times for each $500-\mathrm{m}$ section were calculated using interpolation.

## Preliminary Analysis

Travel times vary both spatially and temporally. In addition, travel times may follow yearly, monthly, weekly, daily, and hourly patterns. Many of these patterns are assumed to be recurrent in nature. Within a week, travel time patterns may differ between weekdays and weekends. Travel time also varies spatially and is affected by the characteristics of the area and the presence of signals, bus stops, and intersections. Based on all these, a data hierarchy structure of the travel time is prepared first and is shown in Figure 1. It can be seen from Figure 1 that the travel time data is high dimensional and varies with many factors.

To understand the variation of travel time in each section, the variance of travel time in each section was calculated using available data. Figure 2 shows the variance in travel times calculated for $500-\mathrm{m}$ sections. It can be seen that the travel time along the study stretch is highly variable. The high peaks in the plot correspond to sections with bus stops and/or intersections. For example, the highest variance can be observed for section 47, a section near TIDEL Park, which is a major information technology park in Chennai. This section has a bus stop and two major intersections within 100 m distance. This causes delays, thereby increasing the travel times to a high value. It can also be seen that initial sections, such as section 10 , have low travel time variance. The reason


Figure 2. Variance in travel times for each section of route 19B.
could be that these sections are located in the suburban area before the bus enters the city limits. Section 33 was taken as a representative sample section from within the city limits, but with no bus stops and/or intersections. It can be observed that the variance of travel time in this section is not as high as section 47, nor as low as section 10. These three sections were chosen as sample sections
for further analyses, namely, section 10 for low travel time, section 33 for urban section with no bus stops or intersections, and section 47 for urban section with a bus stop and intersection.

## Proposed Methodology

The proposed prediction methodology uses a PSF algorithm. This algorithm involves two main steps: clustering and prediction. The data is initially clustered and cluster labels are obtained. Further, the prediction is carried out based on the cluster labels. This method can be applied to predict travel times in a time series, either onedimensional or multi-dimensional. Figure 3 shows the prediction framework used in this study. A detailed description of all the steps in the algorithm is provided in the following sections.

## Extraction of Travel Time Trends

A signal can be considered to be a combination of a trend component and a high-frequency component. The definition of trend is subjective based on the application. The trend, in general, can be defined as the predictable


Figure 3. Proposed methodology of PSF.
component of a signal, which will be predominantly the low-frequency part. It is the smoothened part of the signal and holds significant information contained in the signal. The travel time data under consideration is highly variable, consisting of both trends and high-frequency variations. In this study, the travel time trends extracted from the travel time measurements were used as regressors for prediction, while the high-frequency variations will be handled by a more sophisticated algorithm later.

Trends can be extracted from time series data using various techniques such as moving average filtering (39), median filtering (40), and discrete wavelet transforms (DWT) (41). Wavelet-based trend extraction was reported to be more efficient as it can reconstruct the signal without loss of much information (41). Hence, in this study, the trends in travel time were extracted using DWT. For this, the travel time data is first decomposed into wavelets at different levels of resolution. The wavelet coefficients at the lower levels of resolution were then thresholded using soft policy. In soft policy, the wavelet coefficients less than the threshold value are set to zero, whereas the threshold value is subtracted from those wavelet coefficients which are greater than the threshold. The threshold levels were chosen such that the trend extracted captures at least $70 \%$ of the signal. After thresholding, the signal is reconstructed. This reconstructed signal now contains the trends extracted.

## Clustering

Clustering is a data-driven technique which can be used to find $k$ clusters from the group of data such that objects belonging to the same cluster are similar and dissimilar to the objects in the other clusters. The type of clustering technique to be used and the number of clusters into which the data should be divided into are the two major questions that should be answered. From the literature review, it was seen that $k$-means, hierarchical, and SOM are three popular clustering techniques used to group highly varying data. Hence, these three clustering algorithms were chosen for further analysis. The travel time trends of each of the selected sections were clustered using $k$-means, hierarchical, and SOM separately and were used as regressors to the prediction. Based on the predictions made, performance analysis of the three clustering algorithms was done to identify the clustering technique suitable for each scenario.

The travel time trend data used for clustering was scaled to improve the convergence properties of the clustering algorithms (42). The optimum number of clusters $(k)$ for each of the clustering algorithms needs to be determined. For $k$-means clustering and hierarchical clustering, many validation indices are available to find the optimum number of clusters. Out of these, two popular methods were chosen: elbow method (43), and Dunn
index (44). For SOM, the number of optimum clusters ( $k$ ) was identified from the U-Matrix (45). The optimum number of clusters $k$ using $k$-means, hierarchical clustering, and SOM, respectively are: Section 10: $\{9,5,3\}$; Section 33: $\{9,6,4\}$ and Section 47: $\{6,6,5\}$.

## Pattern Sequence-Based Forecasting (PSF)

Given the travel time trends of a section up to trip $d$, our aim is to predict the travel time trend of the next trip $d+1$ for the same section. Let $Y(i)$ be the travel time trend of the section for the $i^{\text {th }}$ trip and $C(i) €\{1, \ldots, k\}$ be the cluster label for the $i^{t h}$ trip. Let $S_{w}{ }^{i}$ denote the sequence of cluster labels of the section travel time trend for $W$ consecutive trips, from day $i$ backward.

$$
\begin{equation*}
S_{W}^{i}=\left[C_{i-W+1}, C_{i-W+2}, \ldots, C_{i}\right] \tag{1}
\end{equation*}
$$

The prediction algorithm then searches for the sequence of labels of length $S_{W}{ }^{d}$ in the database to obtain the subsequence set $E S_{d+1}$.

$$
\begin{equation*}
E S_{d+1}=\left\{j \text { such that } S_{W}^{j}=S_{W}^{d}\right\} . \tag{2}
\end{equation*}
$$

In case no matching pattern is found, the value of $W$ is reduced by 1 and the pattern search is again initiated. Once the pattern is identified, the predicted value of travel time trend for the next trip $d+l$ is obtained by averaging the travel time trends of the members in the set $E S_{d+1}$ as:

$$
\begin{equation*}
\hat{Y}(d+1)=\frac{1}{\operatorname{size}\left(E S_{d+1}\right)} \sum_{j \in E S_{d+1}} Y(j+1), \tag{3}
\end{equation*}
$$

where $\operatorname{size}\left(E S_{d+1}\right)$ is the number of elements in the set $E S_{d+1}$. The process is repeated until all the test trips are predicted.

Determining the Number of Previous Trip Labels. The number of previous trip labels to be considered ( $W$ ) for the PSF algorithm is another parameter that needs to be determined. The PSF algorithm searches the label sequence of $W$ previous trips within the training data set in order to make a prediction. The value of $W$ should be chosen such that the forecasting errors, as given in Equation 4, are minimized.

$$
\begin{equation*}
\sum_{d \in t s}\|\hat{Y}(d+1)-Y(d+1)\|, \tag{4}
\end{equation*}
$$

where $\hat{Y}(d+1)$ is the predicted travel time trend of the $(d+1)^{\text {th }}$ trip and $Y(d+1)$ is the measured travel time trend of the $(d+1)^{t h}$ trip and $t s$ denotes the training dataset. However, to find the value of $\hat{Y}(d+1)$, the members in the set $E S_{d+1}$ should be known, which again depends on the value of $W$. Hence the value of $W$ was found using cross-validation.


Figure 4. $W$ for section 47 using (a) $k$-means, (b) hierarchical, and (c) SOM clustering.


Figure 5. Measured and predicted travel time trends of section 10 using (a) k-means, (b) hierarchical, and (c) SOM clustering.

Cross-validation is the process of dividing a data set into a training data set for training the model and a test data set to evaluate the performance of the model (46). The traditional cross-validation can be applied only to data sets where the observations are independent. Hence, cross-validation is done on a rolling basis in this study (47). A 10 -fold cross-validation is used for our study. The data set is divided into 10 partitions. In fold 1: partition [1] was used as training and partition [2] as the test
set. In fold 2: partitions [1] and [2] were used as training and partition [3] was used as the test set. This process is repeated for all the folds. The mean absolute percentage error for cross-validation ( $\mathrm{MAPE}_{c v}$ ) was calculated for every fold, varying $W$. The average value of $\operatorname{MAPE}_{c v}\left(e_{j}\right)$ is then calculated for each window size by averaging across all 10 folds, as shown in Equation 5. $W$ is selected as that value which minimizes the average value of $\mathrm{MAPE}_{c v}$ as shown in Equation 6.


Figure 6. Measured and predicted travel time trends of section 33 using (a) k-means, (b) hierarchical, and (c) SOM clustering.

$$
\begin{gather*}
e_{j}=\frac{1}{10} \sum_{i=1}^{10} \operatorname{MAPE}_{c v}\{W=j\},  \tag{5}\\
W=\arg \min \left\{e_{j}\right\}, \tag{6}
\end{gather*}
$$

where $j$ varies from 1 to $W_{\text {max }}$. Figure $4 a, b$ and $c$ below shows the sample plot of rolling cross-validation performed for travel time trends of section 47 using $k$-means, hierarchical, and SOM clustering, respectively. The values of $W$ are chosen as 2,1 , and 1 for section 47 using $k$ means, hierarchical, and SOM clustering, respectively. A similar analysis was done for sections 10 and 33. The value of $W$ obtained using $k$-means, hierarchical, and SOM clustering, respectively, are: Section 10: $\{3,1,1\}$; Section 33: $\{1,2,1\}$ and Section 47: $\{2,1,1\}$.

## Performance Evaluation

The PSF algorithm was implemented for each of the sections using the optimum number of clusters $(k)$ and number of previous trip labels ( $W$ ) obtained, as discussed
above. The performance accuracy of each of the clustering algorithms for each section was quantified using mean absolute percentage error (MAPE) as follows:

$$
\begin{equation*}
M A P E=\frac{1}{n} \sum_{i=1}^{n} \frac{\left|\hat{Y}-Y_{m}\right|}{Y_{m}} 100 \tag{7}
\end{equation*}
$$

where $\hat{Y}$ is the predicted value of travel time trend, $Y_{m}$ is the corresponding measured travel time trend, and $n$ is the number of observations in the test data set. Figure $5 a, b$, and $c$ show the measured versus the predicted travel time trends of section 10 using $k$-means, hierarchical, and SOM clustering. It can be seen that $k$ means works better for this section, which had low variance in travel times. Both hierarchical and SOM fail to capture the variations for the low variance section.

Figure 6 shows the measured versus the predicted travel time trends for section 33, which is an urban section without any signals or intersections. It can be seen that $k$-means also works best in this case, capturing the variations in travel time trends better than the other


Figure 7. Measured and predicted travel time trends of section 47 using (a) k-means, (b) hierarchical, and (c) SOM clustering.
methods. Hierarchical clustering gives poor performance in this case too, whereas the performance of SOM has improved.

Figure 7 shows the results for section 47 , which is the section with the highest variance in travel times along the selected route. It can be seen that the predictions based on $k$-means clustering work best, yielding a low value of MAPE and also capturing the variations in travel time trends. The predictions based on hierarchical clustering remain poor, whereas those based on SOM have improved. Hence it was concluded that $k$-means works best for all the sections under study. The trend predictions based on hierarchical clustering remain poor in all three cases, whereas the performance of SOM improves as the section variance increases.

Clustering prior to prediction helps to improve the prediction accuracy. The results of the clustering + prediction framework obtained using the PSF algorithm were compared with the case when no clustering was done. In the no clustering case, predictions were obtained by taking the average of the previous $W$ travel time
trends of the same section. Figure 8 shows the comparison between the predictions made using the PSF algorithm and the no clustering case for a sample section on the seven days in the test dataset. It can be seen that, in all the cases, the MAPE obtained using clustering + PSF algorithm was lower compared with the no clustering case, indicating that the clustering helped to improve the prediction accuracy.

## Summary and Conclusion

Travel time is a highly variable quantity, which depends on many factors, such as road conditions, weather conditions, driver behavior, etc. Addressing the high variability in travel time is a challenging task. Travel time prediction becomes even more complex in mixed traffic conditions, such as those prevailing in India. The present study identifies the proper regressors to be used for prediction of travel time trends, by comparing the performance of three popular clustering techniques- $k$-means, hierarchical, and SOM-for road sections with different


Figure 8. MAPE obtained for all days using PSF algorithm and no clustering case.
characteristics. The following conclusions were drawn from the study:

1. Due to the high variability in travel time, manually grouping travel times into weekdays, weekends, or day-wise is not a very efficient method. Data-driven techniques such as clustering can be used to identify the natural groupings in the data automatically. This becomes possible with the availability of huge amounts of historical data from automated sensors.
2. A clustering + prediction framework was developed using a PSF algorithm to predict travel time trends. It was seen that, for all the three sections with different characteristics which were analyzed, PSF based on $k$-means clustering performed well. The performance of hierarchical clustering remained poor in all the cases, whereas PSF based on SOM was able to capture the variations more effectively as the variation in travel time trends increased. In the later stages of the study, when the dimensionality of the regressor data increases, predictions based on $k$-means may not be efficient. In this case, clustering techniques which work efficiently with high dimensional data such as SOM might be required.
3. The clustering + prediction framework developed was compared with the case when no clustering was done. It was seen that predictions based on PSF yielded low MAPE value when compared with the case when no clustering was performed on the regressor dataset. Hence it was concluded that clustering prior to prediction helps to improve the accuracy of the prediction.
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