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Breakup of slender liquid jets under isothermal conditions has been studied exten-

sively. In this work, we investigate the breakup of a viscous jet emanating from an

orifice in the presence of convective heat transfer. We study the case where heat

is transferred from the jet to the ambient fluid. The temperature varies axially and

both viscosity and surface tension are taken to be temperature dependent. Marangoni

stresses caused by a thermally induced surface tension gradient are included here.

A numerical model based on a one-dimensional slender jet approximation of the

equations of motion and heat transfer is used. This results in three coupled nonlinear

partial differential equations, which are solved using the method of lines. The ad-

vantages of using this approximation lie in (i) its computational elegance and (ii) the

physical insight that it provides. We compare the model predictions of both spatial and

temporal stability analysis with experiments of a jet of molten Woods metal in water.

Molten Woods metal emanating from various orifice diameters (1-10 mm) into water

under the action of gravity is analysed for drop sizes and these are compared with the

numerical predictions. The presence of heat transfer is found to shorten the breakup

length of the jet. This is attributed to the increase in surface tension induced by the

heat loss from jet to the ambient. It is found that including the effect of temperature

dependence of viscosity and surface tension, however, does not affect the drop size. A

critical dimensionless number (�1 ∼ 10) is found to exist beyond which the breakup

is dominated by Marangoni stresses. Below this critical number, the jet breaks up due

to the combined effects of the capillary force and the Marangoni stresses. It is shown

that including the effect of gravity is necessary to predict the drop size accurately. The

results of this work have implications in evaluating safety strategies in the event of a

core disruptive accident in a nuclear reactor. A wider application of this analysis is

in improving the efficiency of thermally modulated inkjet printing. C© 2012 American

Institute of Physics. [http://dx.doi.org/10.1063/1.4772974]

I. INTRODUCTION

Breakup of a cylindrical liquid jet into small spherical drops is attributed to hydrodynamic

instabilities driven by surface tension.1 It was theoretically studied in this framework for the first

time by Lord Rayleigh.2 He analysed the temporal instability of the cylindrical base state of a

stationary fluid and established that only axisymmetric disturbances with wavelengths larger than

the undisturbed jet circumference grow in time. The maximum in the growth rate was found to occur

at a wavenumber of 0.696/R0, where R0 is the radius of the unperturbed stationary jet. The temporal
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analysis of Rayleigh was extended to include the effects of viscosity by Weber3 and Chandrasekhar.4

Viscosity was found to have a dampening effect and lowered the growth rates. It was found that

the fastest growing mode shifted to longer wavelengths thereby increasing the drop size. Tomotika5

studied the temporal stability of a viscous fluid cylinder in another viscous medium. He confined

his analysis to the limiting case of negligible inertia of both fluids and obtained a dispersion relation

for fluids with different viscosity ratios. Meister and Scheele6 presented the various limiting cases

of Tomotika’s analysis and also came up with numerical solutions to the generalised equation

developed by Tomotika. Keller et al.7 observed that these theories were based on the assumption

that the disturbances are temporally growing, while the perturbations actually grow in space in

the direction of flow. In particular, they pointed out that the disturbance near the orifice never

grew in time. They extended Rayleigh’s analysis for spatially growing disturbances and found that

Rayleigh’s results are relevant only for the case of high Weber numbers (We). For low We (below a

critical We) they found a new mode of faster growing disturbances of much larger wavelengths than

those associated with the Rayleigh mode. This mode was related to an absolute instability by Leib

and Goldstein.8 A generalized spatiotemporal analysis is needed to predict absolute instabilities.

Absolute instabilities have never been observed in the presence of gravity.9 They have been reported

only in microgravity10 or in horizontal flows.9 The focus of this work is therefore only on convective

instabilities, as we study vertical jets.

In this study, we use the slender jet approximation of governing equations.1 Eggers and Dupont11

used this to study dripping from a faucet. Furlani et al.12 used these equations to study temporal

stability in the presence of surface tension gradients and predicted the breakup of microjets. They

incorporated thermal modulation of the jet by directly varying surface tension without solving the

energy equation. Cheong et al.13 used the slender jet equations to study the effect of gravity on the

breakup of jet. All the above analysis were carried out for isothermal jets. Furlani et al.14–16 have used

the slender jet analysis to study the effect of thermal modulation on jet breakup with applications in

inkjet printing. However, they have not extensively discussed the effects of convective heat transfer

(from the jet to the ambient) on jet breakup. In this paper, we study the effect of heat transfer

on the breakup of a jet. The effect of thermally induced variation in surface tension and viscosity

is considered by solving the slender jet form of the energy equation. This investigation assumes

significance in the event of a core-disruptive accident (CDA) in a nuclear reactor. The breakup of

jet of molten nuclear core (called corium) in the coolant during a severe accident is expected to be

different from what has been studied under isothermal conditions. The corium loses heat along its

axial length as it moves, causing axial gradients in surface tension and viscosity. To the best of our

knowledge, no study on jet breakup has been reported which takes into consideration the effect of

both surface tension and viscosity variation along the axial length of the jet, induced by convective

heat transfer.

In the event of a CDA in a fast breeder reactor (FBR), it is envisaged that jets of molten corium

while losing heat to the coolant will break up into droplets as they move down in the coolant due

to interfacial instabilities.17 The study of the interactions of a molten nuclear fuel with the coolant

inside a nuclear reactor is called molten fuel coolant interaction (MFCI). Several MFCI experiments

with molten fuel in sodium have been reported in literature. However, a convenient and safe way

to study MFCI is to study the fuel-coolant interactions with simulant materials. There are several

studies analysing Woods metal-water interaction as a suitable simulant system for a MFCI in a

FBR.17–21 Bang et al.20 reported that the breakup of a pressure-driven jet of Woods metal in water

is governed by Kelvin-Helmholtz instability. They attributed this to the sufficiently high relative

velocity between the jet and the ambient fluid. However, in a freely falling jet under the influence

of gravity the relative velocities between the fluids are low. Here, the Rayleigh-plateau instability

drives the jet breakup.

The primary objective of any containment strategy in a CDA is to ensure that the resultant debris

is fine enough to completely solidify at the reactor bottom. This happens when the growth rates of

hydrodynamic instabilities (that breakup the jet) are higher than the solidification rate. The present

study aims at studying MFCI as a simplified case of jet breakup due to hydrodynamic instabilities

in the presence of heat transfer. In this work, we restrict our focus on the breakup of jet wherein the

growth rate of instabilities is higher than the rate of solidification.
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In Sec. II, we derive the governing equations (conservation of mass, momentum, and energy)

using the slender jet approximation. In Sec. III, details of the various simulations performed are

described. In Sec. IV, we describe the experimental setup and procedure. Section V discusses the

results and Sec. VI presents the conclusions of our study.

II. THEORETICAL ANALYSIS

In this section, we discuss the equations of motion and energy and the boundary conditions

governing the breakup of an axisymmetric viscous jet of an incompressible Newtonian fluid with

density ρ, surface tension σ , viscosity μ, temperature T, thermal conductivity kt, heat capacity

Cp in an immiscible inviscid fluid maintained at a lower temperature Tc (Fig. 1). We take into

account the effect of gravity and Marangoni stresses by allowing the surface tension to vary with

temperature. Effect of variations in viscosity with temperature is also taken into account. This can be

important when the jet undergoes solidification due to heat transfer to the ambient. Since the fluids

are immiscible, no mass transfer across the interface occurs. As the jet is taken to be axisymmetric,

we neglect any variations in the azimuthal direction. We take z as the axial and r as the radial

direction.

A. Governing equations

The equation of continuity or mass conservation is given by

1

r

∂

∂r
(rur ) +

∂uz

∂z
= 0. (1)

Subscripts r and z refer to the radial and axial components, respectively. The equations of motion

of a fluid with variable viscosity are given by the modified Navier-Stokes equation

∂uz

∂t
+ ur

∂uz

∂r
+ uz

∂uz

∂z

= −
1

ρ

∂p

∂z
+ ν

[

1

r

∂

∂r

(

r
∂uz

∂r

)

+
∂2uz

∂z2

]

+
2

ρ

∂uz

∂z

∂μ

∂z
+

1

ρ

(

∂uz

∂r
+

∂ur

∂z

)

∂μ

∂r
+ g, (2)

FIG. 1. Schematic of a semi-infinite jet emanating from an orifice.
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∂ur

∂t
+ ur

∂ur

∂r
+ uz

∂ur

∂z

= −
1

ρ

∂p

∂r
+ ν

[

∂

∂r

(

1

r

∂

∂r
(rur )

)

+
∂2ur

∂z2

]

+
2

ρ

∂ur

∂r

∂μ

∂r
+

1

ρ

(

∂uz

∂r
+

∂ur

∂z

)

∂μ

∂z
. (3)

Here, ν = μ/ρ is the kinematic viscosity and g is the acceleration due to gravity. We have assumed the

fluid to be incompressible (density is assumed to be independent of temperature) but have retained

the viscosity dependence on temperature. The gravity vector is assumed to act along the flow, i.e., z

direction.

The energy equation is given by

∂T

∂t
+ ur

∂T

∂r
+ uz

∂T

∂z
=

kt

ρC p

[

1

r

∂

∂r

(

r
∂T

∂r

)

+
∂2T

∂z2

]

. (4)

B. Boundary conditions

Let the position of the jet interface shown in Fig. 1 be described by a surface f(r, z, t) such that

f (r, z, t) ≡ r − h (z, t) = 0. (5)

The kinematic boundary condition is given by

ur =
∂h

∂t
+ uz

∂h

∂z
at r = h. (6)

At the interface, the normal and tangential stress conditions are given by

p +
2μ

1 +

(

∂h

∂z

)2

[

∂h

∂z

(

∂ur

∂z
+

∂uz

∂r

)

−
∂uz

∂z

(

∂h

∂z

)2

−
∂ur

∂r

]

− pa

=
σ

√

1 +

(

∂h

∂z

)2

⎡

⎢

⎢

⎢

⎣

1

h
−

∂2h

∂z2

1 +

(

∂h

∂z

)2

⎤

⎥

⎥

⎥

⎦

, (7)

μ

1 +

(

∂h

∂z

)2

[

2
∂h

∂z

(

∂ur

∂r
−

∂uz

∂z

)

+

(

∂ur

∂z
+

∂uz

∂r

)

(

1 −

(

∂h

∂z

)2
)]

=

(

∂σ

∂z
+

∂σ

∂r

∂h

∂z

)

√

1 +

(

∂h

∂z

)2
at r = h.

(8)

Here, the ambient fluid is assumed to be inviscid and its pressure, pa, is assumed to be uniform.

At the interface, the diffusional rate of heat transfer in the normal direction is equal to the

convective rate of heat transfer. If the heat transfer coefficient is given by htr, then we get

−kt
√

1 +

(

∂h

∂z

)2

(

∂T

∂r
−

∂h

∂z

∂T

∂z

)

= htr (T − Tc) at r = h. (9)

C. Method of solution

The governing equations along with the boundary conditions are solved using the slender jet

approximation.11, 12 Here, when the dimensions of the jet are such that its length is much greater

than its radius (L ≫ R0), the dependent variables velocity, pressure, and temperature anywhere
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along the jet can be written as a series expansion in the radial coordinate. In our simulations, L is

50-100 times R0. Woods metal (9383 kg/m3) is significantly denser than water (1000 kg/m3) and the

surface tension of the system is 1 N/m. Our analysis retains the effect of surface tension but assumes

the coolant to be inviscid. The characteristic velocity (Uc) when the inertial and capillary forces

are balanced is therefore low compared to the inlet velocity (U0). For a 10 mm orifice, it is found

that Uc ∼
1
5
U0. Under these conditions the linearized slender jet approximation provides reliable

estimates of breakup times.15 Thus, the slender jet approximation for this study is justified based on

the surface tension and densities of the Woods metal and water system.

The axial velocity component, pressure, and temperature are approximated as power series in

the radial direction about the axis of the jet. However, since the variables are symmetric about r =

0, the first derivative of the variables with respect to r vanishes at r = 0 and we obtain

uz(r, z, t) = u0(z, t) + r2u2(z, t) + . . . ,

p(r, z, t) = p0(z, t) + r2 p2(z, t) + . . . ,

T (r, z, t) = T0(z, t) + r2T2(z, t) + . . . .

(10)

Substituting the above variables in the governing equations (Sec. II A) along with the boundary

conditions (Sec. II B), we obtain the slender jet equations as follows:

∂u0

∂t
= −u0

∂u0

∂z
−

1

ρ

∂

∂z
(σ H ) +

2

ρh

∂σ

∂z
+

3μ

ρh2

∂

∂z

(

h2 ∂u0

∂z

)

+
3

ρ

∂μ

∂z

∂u0

∂z
+ g, (11)

∂h

∂t
= −

(

h

2

∂u0

∂z
+ u0

∂h

∂z

)

, (12)

∂T0

∂t
= −u0

∂T0

∂z
+

kt

ρC p

[

2

h

∂T0

∂z

∂h

∂z
−

2htr

kt h
(T0 − Tc) +

∂2T0

∂z2

]

. (13)

An important contribution of this work is the inclusion of the energy balance using the slender

jet approximation to study how heat transfer affects the jet breakup. Effect of this convective heat

transfer on the breakup dynamics (breakup times, lengths, and drop diameters) has not been reported

in literature to the best of our knowledge.

We now describe the solution methodology based on the method of lines to solve for u0, h, and

T0 given by Eqs. (11), (12), and (13).

D. Numerical procedure

The slender jet equations [Eqs. (11), (12), and (13)] are simultaneously solved using the method

of lines.12 A uniform staggered grid is used along the axial length of the jet and the spatial derivatives

are discretized using a central difference on these nodes. The partial differential equations of u0,

T0, and h are thus converted into ordinary differential equations in time at each node. The ordinary

differential equations for each of the nodal variables are solved in MATLAB2011a using the ode23t

solver. The number of h nodes used for each of the simulations is 1200. It was verified that this

number of nodes ensured grid independence. An increase in the number of nodes even up to 7000

changed the results only by 0.02%. The simulation was stopped when the interface position (h)

reached 0.05 times the initial unperturbed radius. This was taken to be indicative of the jet breakup.

All simulations are carried out for a range of orifice diameters, viz., 1, 2, 3, 5, 7, and 10 mm.

III. STABILITY ANALYSIS

In this work, we study the breakup of a vertical jet falling under gravity with heat being lost

from jet to the ambient. Absolute instabilities have never been observed in jets in the presence of
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gravity.9 Hence, the focus of this work is only on convective instabilities. To understand this, the

nonlinear slender jet equations (Eqs. (11), (12), and (13)) are directly simulated. To understand the

effect of heat transfer on jet breakup we compare the behaviour of isothermal and non-isothermal

systems. While investigating the effect of heat transfer, however, we neglect gravity to solely focus

on the effect of heat transfer on the dynamics of jet breakup. To analyse the effect of gravity on

jet breakup we focus on isothermal jets. The effect of heat transfer on horizontal jets and gravity

on isothermal jets helps us understand how various parameters critically affect the dynamics of jet

breakup.

A. Isothermal temporal analysis—Horizontal jet

In temporal analysis, a sinusoidal perturbation is imposed on the interface throughout the length

of the jet as an initial condition. The evolution of perturbation with time is followed to determine the

breakup dynamics of the jet into drops. Since our interest is in the temporal evolution of a spatially

periodic perturbation, we focus on the evolution of the perturbation for only one wavelength. The

velocity of the jet is maintained zero initially in this domain. It is important to note that in isothermal

simulations, we do not solve for temperature given by Eq. (13). Thus, we solve for h and u0, with

the initial conditions

h (z, 0) = R0

[

1 + ε cos

(

k z

R0

)]

, u0(z, 0) = 0, (14)

where ε is 0.05 and k is the wavenumber of perturbation. R0 is the radius of the orifice.

The length of the computational domain, L, that is solved for is one wavelength of perturbation

since the profile is periodic along the length of the jet. The periodic boundary conditions imposed

on the boundaries of the computational domain are

h(0, t) = h(L , t), u0(0, t) = u0(L , t),

∂h

∂z
(0, t) =

∂h

∂z
(L , t),

∂u0

∂z
(0, t) =

∂u0

∂z
(L , t),

∂2h

∂z2
(0, t) =

∂2h

∂z2
(L , t).

(15)

B. Isothermal spatial analysis—Horizontal jet

In spatial analysis, a sinusoidal perturbation with time is imposed on the velocity at the inlet.

The perturbation is carried downstream along with the jet. It grows spatially and eventually breaks

the jet into drops. Thus, our initial conditions are

h (z, 0) = R0, u0 (z, 0) = U0, (16)

where U0 is the velocity of the jet at the inlet (0.5 m/s). The velocity of jet was obtained from the

ratio of the average volumetric flow of Woods metal to the area of cross section of the orifice.The

boundary conditions are

h (0, t) = R0, u0(0, t) = U0

[

1 + ε sin

(

ω U0t

R0

)]

,

∂h

∂z
(L , t) = 0,

∂u0

∂z
(L , t) = 0,

∂2h

∂z2
(L , t) = 0,

(17)

where ω is the frequency of oscillation of perturbation and ǫ is chosen as 0.05. The length of the

computational domain, L, used for all simulations in spatial analysis is 50 times R0, unless specified

otherwise. Several earlier works have numerically analysed the breakup of isothermal jets using
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temporal and spatial analysis. The breakup times predicted by our model agree with those reported

in the literature.12

C. Isothermal spatial analysis with gravity

When the jet moves vertically downward, gravity accelerates the jet. This causes a thinning of

the jet along its axial length. This can result in lower drop sizes at breakup since the thinning can

be viewed equivalent to a jet emanating from a reduced orifice diameter. The initial jet profile is

assumed to be a thinning cylinder due to gravitational acceleration and is given as13

h (z, 0) = R0

(

1 +
2gz

U 2
0

)−1/4

, u0 (z, 0) = U0

(

1 +
2gz

U 2
0

)1/2

. (18)

Here a spatial stability analysis is carried out using the boundary conditions described in Sec. III

B. It was observed that for larger orifice diameters, the breakup length was more than 50 times R0

and therefore the simulations did not show breakup when the length of the computational domain

(L) was retained at its default value of 50 times R0. Hence, these simulations are run with higher L

values. For simulations of orifice diameters 5 mm and larger, L is fixed at 100 times R0.

D. Non-isothermal spatial analysis—Horizontal jet

In the non-isothermal spatial analysis, we include the effect of heat transfer between the jet and

the ambient fluid. The jet leaves the orifice at a temperature Tin (373 K, which is the inlet temperature

of Woods metal in experiments) and the ambient fluid is maintained at a constant lower temperature

Tc (308 K). In non-isothermal simulations, we solve the additional equation for temperature T0

[Eq. (13)] along with h and u0.

1. Temperature dependent surface tension

Heat transfer from the jet to the ambient fluid induces an axial variation of temperature. This

causes the surface tension to vary along the surface and thus affects the jet breakup dynamics. Since,

the breakup of jet is governed primarily by the capillary effect of surface tension, the variation in

surface tension with temperature can have a significant effect on the breakup dynamics. We take

surface tension to be a linear function of temperature,

σ = σ0 − β (T − Tre f ), (19)

where σ 0 = 1 N/m is the surface tension at Tref, 373 K, and β = 0.01 N/mK. The value of β for

Woods metal is not known. Its value of β is assumed to be of the same order of magnitude as that

of molten lead since it forms a major constituent of Woods metal. The temperature dependence of

surface tension for lead has been experimentally determined by Passerone et al.22 and β is chosen

to have the same order of magnitude.

The initial conditions and boundary conditions for u0 and h remain the same as described in

Sec. III B. The initial condition for T0 is

T0 (z, 0) = Tin (20)

and the boundary conditions for T0 are

T0 (0, t) = Tin,
∂T0

∂z
(L , t) = 0. (21)

The heat transfer coefficient given by Dittus-Boelter’s correlation23 is used in the analysis. The

correlation is valid for fully turbulent flows. This correlation is used since Reynolds numbers are
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very high for all the diameters. It varies between 1500 for 1 mm orifice diameter and 15 000 for 10

mm orifice diameter,

NuD = 0.023Re0.8 Pr0.3 . (22)

Here, Re is the Reynolds number, Pr is the Prandtl number, and NuD is the Nusselt number defined

as

NuD = htr D/kt , Re = ρU0 D/μ, Pr = μC p/kt , (23)

where htr is the heat transfer coefficient, D is the unperturbed diameter of the jet, and kt is the thermal

conductivity of the jet. The heat transfer coefficient (htr) that appears in Eq. (13) is determined based

on the Nusselt number obtained from Eq. (22).

2. Temperature dependent surface tension and viscosity

Since solidification takes place along with heat transfer, the variation of viscosity with tempera-

ture is expected to play an important role in determining the breakup behaviour. This is incorporated

additionally by taking viscosity also to be a linear function of temperature as given by24

μ = μ0 − α (T − Tre f ), (24)

where μ0 = 0.0032 Ns/m2, α = 1.03 × 10−5 Ns/m2K, and Tref = 353 K.

IV. EXPERIMENTAL ANALYSIS

The experimental apparatus consists of a furnace, a borosilicate glass funnel with a stand, and

a cylindrical water tank made of Perspex. The diameter and the height of the tank are 240 mm and

600 mm, respectively. A schematic of the apparatus is shown in Fig. 2. The cylindrical perspex tank

was filled with water up to a height of 550 mm while performing the experiments. Woods metal

(50% Bi, 26.7% Pb, 13.3% Sn, 10% Cd by weight) in water has been used as a representative system

to predict fuel coolant interactions in FBR.17–21 Properties of Woods metal are listed in Table I.

About 550 g of Wood’s metal (from Saru Smelting Ltd, Meerut, India) was heated to a temperature

of 100 ◦C in a furnace. A funnel made of borosilicate glass was used to pour the molten Woods

metal into the cylindrical tank. The mouth of the funnel was 1 cm below the water surface. Funnels

of diameters 1 mm, 2 mm, 3 mm, 5 mm, 7 mm, and 10 mm were obtained from Logu Scientific

Suppliers, Chennai, India. The funnels were also preheated to prevent any solidification and clogging

of the funnel orifice. The coolant water was kept at room temperature. A high speed camera (X-PRI

model, AOS Technologies) was used to capture the jet breakup at 1000 fps and the lighting was

provided by two 80 W light emitting diode lamps (from Smart Energy Trade, Chennai, India). An

iron stand was used to hold the funnel in place while pouring the Woods metal.

FIG. 2. Experimental setup for Wood’s metal in water.

Downloaded 03 Jan 2013 to 139.184.30.132. Redistribution subject to AIP license or copyright; see http://pof.aip.org/about/rights_and_permissions



124106-9 Pillai et al. Phys. Fluids 24, 124106 (2012)

TABLE I. Properties of Woods metal (taken from Bang et al.20).

Parameters Values

Melting temperature 70 ◦C

Density 9383 kg/m3

Specific heat 168 J/kg K

Thermal conductivity 18.8 W/m K

Kinematic viscosity 2 × 10−7m2/s

Surface tension 1 N/m

The molten metal flowed under the influence of gravity as a jet. The jet broke up and solidified

to form debris. The debris was collected and dried before measuring the particle size distribution to

determine the mass median diameter (MMD). Sieves (from A-1 Sieves and Screens, Chennai, India)

with openings varying between 0.7 mm and 11 mm were used to determine the MMD. Experiments

were repeated thrice for each orifice diameter to ensure repeatability.

V. RESULTS

The results from the experiments and the simulations are discussed in this section.

A. Experimental

The experiments were carried out using funnels with orifice diameters varying from 1 mm to

10 mm. It was found that for low orifice diameters, the debris were almost spherical in shape and of

uniform size. They became irregular for larger orifice diameters. The debris collected for 1 mm and

5 mm orifice diameters are shown in Fig. 3. The irregularity in shape of the debris is attributed to the

higher Weber numbers which prevail for larger orifice diameters. Here the inertial forces dominate

over the capillary force, deforming the spherical interface.

The particle size distribution for different orifice diameters is shown in Fig. 4. For each of

the orifice diameters, sieves with openings between 0.7 mm and 11 mm were used to obtain the

particle size distribution. It was found that lower orifice diameters showed a narrower particle size

distribution as compared to larger diameters (Fig. 4(a)). The spread in the particle size distribution

for larger orifice diameters can be attributed to the experimentally observed secondary breakup of

the drops. The distributions were used to determine the MMD.

FIG. 3. Debris particles: (a) Spherical shape for 1 mm orifice diameter; (b) irregular shape for 5 mm orifice diameter.
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FIG. 4. (a) Particle size distributions for orifice diameters 1, 2, and 3 mm; (b) particle size distributions for orifice diameters

5, 7, and 10 mm.

The MMD obtained experimentally for different orifice diameters is shown in Fig. 5. It was

observed that the experimentally obtained debris size (MMD) showed saturation as the orifice

diameter increased. This can be explained based on (i) the thinning effect of gravity and (ii) the

experimentally seen secondary breakup of the droplets. Small orifice diameters result in small

primary drops that are held intact by surface tension. However, for larger orifice diameters, larger

primary drops are formed, which are broken further into smaller drops due to the shearing effect of

the ambient fluid as they travel down.

B. Isothermal temporal analysis—Horizontal jet

The simulations for temporal analysis were run for a range of wavelengths (k was varied from

0.05 to 1.5) and the critical wavelength (that which minimizes the breakup time) was determined as

k = 0.75. It is expected that this critical wavelength would be the one that is seen experimentally as

it grows the fastest among the naturally occurring disturbance frequencies.1 Therefore, the results

corresponding to this critical wavelength were used to determine the breakup characteristics. It was

observed that the critical wavelength that minimizes the breakup time was independent of the orifice

diameter. The interface profile at the time of pinch-off as predicted by a temporal stability analysis

of Woods metal through a 1 mm diameter orifice is shown in Fig. 6.

FIG. 5. Comparison of isothermal theoretical predictions of droplet diameter with the experimentally obtained mass median

diameter for various orifice diameters.

Downloaded 03 Jan 2013 to 139.184.30.132. Redistribution subject to AIP license or copyright; see http://pof.aip.org/about/rights_and_permissions



124106-11 Pillai et al. Phys. Fluids 24, 124106 (2012)

FIG. 6. Interface profile at the time of pinch-off (temporal analysis, 1 mm diameter).

The droplet volume was calculated using the disk integration method. The jet was treated as an

effective cylindrical slug with a varying cross section. The volume between the limits of integration,

a and b, marked in Fig. 6 is given by

V = π

b
∫

a

h2dz. (25)

This volume corresponds to half a drop. Hence, the volume obtained above is doubled to

determine the droplet volume Vd. The volume Vd thus obtained is considered to be an equivalent

sphere and the droplet diameter is determined as

Ddrop = 2

(

3Vd

4π

)1/3

. (26)

The droplet diameter thus calculated from the nonlinear simulations was found to depend linearly

on the orifice diameter (Fig. 5). The predictions based on linear stability theories of Rayleigh2 and

Tomotika5 also showed a similar trend for variation of drop diameter with orifice diameter. These

are depicted in Fig. 5. These are not able to capture the experimentally observed saturation in MMD

of drop size as orifice diameter increases.

FIG. 7. Interface profile at the time of pinch-off (spatial analysis, 1 mm diameter).
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FIG. 8. Isothermal interface profile at the time of pinch-off (spatial analysis, horizontal jet) for different diameters:

(a) 1 mm diameter, (b) 5 mm diameter, and (c) 10 mm diameter.

C. Isothermal spatial analysis—Horizontal jet

The simulations for spatial analysis were run for a range of frequencies (ω was varied from 0.05

to 1.5) and the critical frequency that minimizes the breakup time was determined (ω = 0.95). It was

again observed that this critical frequency remained the same for all orifice diameters. The results

corresponding to this critical frequency were then used to determine the breakup characteristics.

The droplet diameter is calculated using the disk integration method described earlier. The

limits of integration, a and b, for the spatial analysis are shown in Fig. 7. Point a is the point of

pinch-off. The interface position attains a maximum value downstream of pinch-off and the position

of the minimum immediately beyond this maximum value is point b. The volume so calculated

gives the volume of the drop and it is equated to an equivalent sphere to determine the equivalent

droplet diameter. The droplet diameter obtained by this approach again showed a linear variation

with the orifice diameter (Fig. 5). Though, it was closer to the experimental results, this also

did not show the experimentally observed saturation effect of particle size dependency on orifice

diameter. Figure 8 shows the interface profile at the time of pinch-off for various orifice diameters

as obtained using spatial analysis. It is seen that the breakup length increases with increasing orifice

diameter.

FIG. 9. Variation of critical frequency with orifice diameter (isothermal spatial analysis).
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FIG. 10. Variation of jet breakup time with orifice diameter (isothermal spatial analysis).

D. Isothermal spatial analysis with gravity

The simulations for isothermal spatial analysis were run for a range of frequencies when

the effect of gravity was included. The critical frequency that minimizes the breakup time was

determined. Contrary to the case where the jet was horizontal, it was observed that the critical

frequency increased with orifice diameters (Fig. 9). Also, the jet breakup times for the vertical jets

were lower than those for the horizontal jets (Fig. 10).

On including gravity the breakup length was seen to increase due to the accelerating effect of

gravity (compare Fig. 11 with Fig. 8). From Fig. 11 we see that the wavelength of perturbation on the

interface that causes the breakup is shorter for larger orifice diameters. This is because the frequency

of perturbation that causes the breakup is higher for larger diameters as is shown in Fig. 9.

The particle diameters obtained in this case are seen to be in better agreement and show a

saturating effect similar to the experimentally observed results (Fig. 12). This saturating effect was

not observed in the earlier analyses where gravity was not included. Thus, including the effect of

gravity is important to predict the system behaviour accurately especially for larger orifice diameters.

E. Non-isothermal spatial analysis with thermally varying surface

tension—Horizontal jet

We now focus on the analysis of the non-isothermal jet. The simulations for non-isothermal

spatial analysis were run for a range of frequencies and the critical frequency that minimizes the

FIG. 11. Isothermal interface profile at the time of pinch-off (spatial analysis of jet with gravity) for different diameters:

(a) 1 mm diameter, (b) 5 mm diameter, and (c) 10 mm diameter.
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FIG. 12. Comparison of predictions of isothermal nonlinear spatial analysis of vertical and horizontal jets with experimentally

obtained mass median diameter for various orifice diameters.

breakup time was determined. It was observed that the critical frequency did not vary with orifice

diameters. Also, the critical frequency was found to be the same as that of the isothermal system

(Fig. 13). Here, it can also be seen that in the presence of heat transfer, the breakup time decreases

for all frequencies as compared to the isothermal case. This is expected because with heat transfer

taking place from the jet to the ambient fluid, surface tension increases. Since jet breakup is driven

by surface tension, this increases the breakup rate. Also, due to heat transfer, since a surface tension

gradient is induced, an additional stress is induced by Marangoni effect leading to an accelerated

breakup.

It is seen from Fig. 13 that for the non-isothermal case, even when the frequency of perturbation

tends to zero (which essentially means no perturbation as we have assumed sinusoidal form for the

perturbation), there is a finite breakup time. This fact was confirmed by imposing a zero amplitude

perturbation at the inlet. The jet was again found to breakup with a finite breakup time. This is

attributed to the fact that the additional Marangoni stress that sets in due to heat transfer can be

viewed as a perturbation which grows spatially and breaks up the jet even in the absence of a

disturbance at the inlet. It is seen that the low frequency disturbances also have a non-zero growth

rate for a non-isothermal jet. This is as opposed to an isothermal jet which shows a large breakup

time at low frequencies.

In Fig. 14 the jet breakup time for different values of the thermal sensitivity of surface tension

(or β) is depicted. β is a measure of the extent of increase in surface tension with heat transfer.

A higher β results in a larger variation of surface tension. Since jet breakup is driven by surface

FIG. 13. Dependence of scaled breakup times on frequency of perturbation for isothermal and non-isothermal spatial analysis

without gravity, D = 1 mm, β = 0.001 N m−1 K−1, U0 = 0.5 ms−1.
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FIG. 14. Effect of thermal sensitivity of surface tension (β) on the jet breakup time, D = 1 mm.

tension, it results in lower breakup times. Consequently, we also see that the breakup length is

smaller compared to the isothermal case (Fig. 15).

It was found that including heat transfer did not have any significant effect on the drop diam-

eter. The minima or critical frequency in the dispersion curve remains the same in the presence

of heat transfer. Since it is the critical frequency that grows spatially and determines the droplet

diameter, this explains why the droplet diameter is not affected by the presence of heat transfer.

This is in agreement with Rayleigh’s linear analysis wherein it is found that the critical wavelength

that grows the fastest is independent of the magnitude of surface tension. From his analysis, it is

seen that surface tension affects the growth rate of all wavelengths; increasing (decreasing) the

growth rates of all wavelengths for larger (smaller) surface tension. The breakup time in pres-

ence of heat transfer for a jet of Woods metal was determined as a function of the dimensionless

group �1 = β
(Tin−Tc)

σ0
. From Fig. 16, it is seen that there exists a critical �1 ∼ 10 beyond which

the breakup time is independent of �1 and depends solely on the absolute value of β. β is the

sensitivity of surface tension to temperature and therefore a measure of the surface tension gradi-

ent. Thus, for large �1, we see that the breakup time is determined solely by Marangoni stresses,

while for lower �1, it is the combined effect of capillary force and Marangoni stresses that de-

termines the breakup time. In the latter region, we see an increase in breakup time with �1.

Simulations were performed for two different Re by changing the orifice diameter. The critical �1

beyond which the breakup time remains a constant was found to be independent of the Reynolds

number.

FIG. 15. Spatial analysis without gravity for 1 mm orifice diameter: (a) Isothermal; (b) thermally varying surface tension, β

= 0.01 N/mK; (c) thermally varying surface tension and viscosity, β = 0.01 N/mK and α = 1.03 × 10−5 Ns/m2K.
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FIG. 16. Breakup time as a function of �1; presence of a critical �1 beyond which Marangoni stress dominates.

F. Non-isothermal spatial analysis with thermally varying surface tension

and viscosity—Horizontal jet

The simulations for non-isothermal spatial analysis with thermally varying viscosity and surface

tension were carried out for a range of frequencies and the critical frequency that minimizes the

breakup time was determined. It was again observed that the critical frequency did not vary with

orifice diameters. Also, the critical frequency remained almost the same as that for the isothermal

case (Fig. 13). From Fig. 13, it can be seen that the breakup times obtained for this case are slightly

larger compared to the case where only surface tension was thermally varying. This is explained

based on the fact that viscosity has a damping effect on the growth of perturbations. When heat

transfer is taken into account, a decrease in temperature increases the viscosity along the axial length

thereby increasing the dampening effect and the breakup time. This also explains why breakup

lengths observed are marginally larger for this case (Fig. 15).

VI. CONCLUSIONS

The effect of heat transfer on the breakup of a viscous liquid jet was numerically analysed

using the slender jet approximation. It was found that the breakup length was shorter when heat

was transferred convectively from the jet to the ambient as compared to isothermal conditions. This

is attributed to the increase in surface tension induced by heat transfer. An increase in viscosity

with heat transfer, however, is found to have no significant effect on the breakup dynamics. Fur-

thermore, the effect of temperature dependence of viscosity and surface tension did not affect the

drop size.

It was found that there exists a critical dimensionless number (�1 ∼ 10) which marks the

transition between capillary and Marangoni dominated breakup. It was found that beyond the critical

number, the breakup length remained independent of �1 and was dependent solely on the surface

tension gradient, thus indicating that the breakup was dominated by Marangoni stresses. Below the

critical number, the jet breaks up due to the combined effects of capillary force and Marangoni

stresses.

Experiments were performed with breakup of molten Woods metal in water. It was found that

the experimentally observed saturation in debris sizes for larger orifice diameters was captured

when the effect of gravity was included. For larger diameters, secondary breakup of the droplets

results in a larger spread in the size distribution of debris. However, the theoretical model used
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here does not predict secondary breakup behaviour. The results of this work are of significance in

safety evaluation during a CDA in a nuclear reactor. Also, an accurate estimation of breakup length

assumes significance in design of thermally modulated inkjet printing.
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