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ABSTRACT

Two-dimensional (2D) materials such as graphene, molybdenum sulfide, and hexagonal boron nitride are widely studied for separation
applications such as water desalination. Desalination across such 2D nanoporous membranes is largely influenced by the bulk transport
properties of water, which are, in turn, sensitive to the operating temperature. However, there have been no studies on the effect of temperature
on desalination through 2D nanopores. We investigated water desalination through hydrogen functionalized graphene nanopores of varying
pore areas at temperatures 275.0 K, 300.0 K, 325.0 K, and 350.0 K. The water flux showed a direct relation with the diffusion coefficient and
an inverse relation with the hydrogen-bond lifetime. As a direct consequence, the water flux was found to be related to the temperature as
per the Arrhenius equation, similar to an activated process. The results from the present study improve the understanding on water and ion
permeation across nanoporous 2Dmaterials at different temperatures. Furthermore, the present investigation suggests a kinetic model, which
can predict the water and ion permeation based on the characteristics of the nanopore.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5143069., s

I. INTRODUCTION

Reverse osmosis (RO), a highly efficient membrane-based sepa-
ration technique, accounts for more than half of the installed desali-
nation capacity across the globe.1,2 RO also finds applications in
food and beverage processing, separation of organic mixtures, and
wastewater treatment.3 In RO, the saline water is forced through a
semi-permeablemembrane under a pressure gradient to cause reten-
tion of ions at themembrane phase.3 RO possesses immensemodern
relevance as seawater desalination is looked upon as a solution to the
rising global water demand.2,4 The energy efficiency of RO primarily
depends upon the water permeation and the ion exclusion capac-
ity of the membrane.5 Advanced investigations show a vast scope
for improving the state of the art RO systems by introducing novel
membrane materials.6,7

Nanoporous two-dimensional (2D)materials such as graphene,
hexagonal boron nitride (BN), and molybdenum sulfide (MoS2)
show excellent water permeation characteristics as a result of their
negligible thickness.8 Early theoretical studies have demonstrated
that nanoporous graphene is very effective as an RO membrane.9–11

Experimental studies on graphene nanopores have also found water

permeation and ion filtration rates in agreement with the theoretical
predictions.12,13 Moreover, a range of studies have been conducted
on graphene nanopores of different pore characteristics focusing
on water permeation,14–17 ion selectivity,18–21 and desalination.22–29

Furthermore, studies on BN30–33 andMoS2
34–36 also show promising

results with regard to desalination and molecular separation. Simi-
lar investigations are also carried out on other 2D materials such as
carbon nitride (C2N),

37,38 silicon carbide (SiC),39 graphyne,40–42 and
other derivatives of graphene.43

Most above-mentioned studies have only examined the desali-
nation performance at a constant temperature under varying pres-
sure gradients. However, studies on conventional RO membranes
have shown that the water and ion permeation rates are sensitive to
the operating temperatures.44,45 For example, studies on carbon nan-
otube (CNT) membranes by Liu and Patey46,47 showed that changes
in the diffusion coefficient of the water resulting from varying tem-
peratures can grossly influence the flow rates through CNTs. They
also found that the flow through CNTs follows the Arrhenius equa-
tion, similar to an activated process.46 A later study by Kurupath et
al.48 showed that the water permeation through graphene nanopores
depends strongly on the diffusion coefficient of water. Furthermore,
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they observed a clear correlation between the flow rates and the
hydrogen-bond lifetime of water.48

As per the conventional solution-diffusion model of RO,49 the
solute–solvent separation results from a difference in the diffusion
coefficient and the membrane phase solubility between the solute
(ion) and the solvent (water).50,51 Hence, an increased operating
temperature causes an increased ion osmotic pressure, which, in
turn, demands an increased pressure gradient to sustain the per-
meation.52 However, in 2Dmembranes, hydration, electrostatic, and
steric mechanisms play a major role in solute–solvent separation.10

Furthermore, the ion dehydration is found to influence the ion
selectivity across 2D nanomembranes.20,21 This indicates that in 2D
membranes, an increased temperature could result in an increased
water flux without compromising the ion rejection. Alternatively, a
reduced operating temperature can inhibit the ion flux while allow-
ing a significant water flux as observed in CNTs.47 A recent study
along these lines using polyamide (PA) thin-film composite mem-
branes show that with an increase in temperature, the water flux
increases, reaches a maximum, and decreases thereafter.53 However,
there have been no investigations so far that report similar results
with regard to 2D nanopores.

Here, we investigate water desalination across three hydrogen
functionalized nanopores of pore areas 17.6 Å2, 37.7 Å2, and 76.3 Å2

at temperatures 275.0 K, 300.0 K, 325.0 K, and 350.0 K. We con-
sider two methods of heating the system, viz., heating the water and
heating the nanoporousmembrane.We use non-equilibriummolec-
ular dynamics (NEMD) simulations to calculate the water and the
ion flux through the membranes and equilibriummolecular dynam-
ics (EMD) simulations to calculate the bulk transport properties. By
comparing the flux with the transport properties obtained at dif-
ferent temperatures, we elucidate a kinetic relationship between the
flux and the temperature.

II. METHODOLOGY

Hydrogen functionalized nanopores P1, P2, and P3 of pore
areas (AP) 17.6 Å

2, 37.7 Å2, and 76.3 Å2 were created on 30 × 30 Å2

sized graphene sheets (see Fig. 1 and Fig. S1 of the supplementary
material). These nanopores acted as membranes that separated the
feed reservoir [60 Å long, containing 1786 water molecules and 17
sodium chloride (NaCl) molecules, corresponding to 0.5M] from
the permeate reservoir (30 Å long, containing 852 water molecules),
as shown in Fig. 2. Plane graphene sheets at the ends acted as pis-
tons that pressurized the reservoirs using external force. Additional

space was provided beyond the pistons (along the z-axis) to avoid
interactions across the boundaries.

The TIP4P/2005 model54 was used for simulating water, and
the ion interactions were modeled using parameters optimized for
the TIP4P/2005 model.55 The intramolecular interactions of the
nanopore were modeled using the AIREBO potential.56,57 The cross-
interaction parameters of the carbon atoms and the remaining
atoms were calculated using the Lorentz–Berthelot (LB) mixing
rule, employing the parameters for carbon from the AMBER force-
field.58,59 The parameters of the functional hydrogen and the asso-
ciated carbon were taken from the work of Müller-Plathe.60 The
remaining cross-interaction parameters were defined using the LB
mixing rules (see Table S1 in the supplementary material). A cut-
off of 12 Å was used for the Lennard-Jones (LJ) and the short-
range Coulombic interactions, and the Coulombic forces were cor-
rected for long-range effects using the particle–particle–particle–
mesh (PPPM) method.61 The SHAKE algorithm62 was used to keep
the bonds and angles of the water rigid. Periodic boundary condi-
tions (PBC) were applied in all the directions, and a time step of
1 fs was used. All simulations were carried out using the Large-
Scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
package.63

The energy of the nanoporous membrane was first minimized,
keeping the water, ions, and the piston sheets static. The overall
energy of the system was then minimized, removing the static con-
straints. The lateral forces on the piston sheets were neglected, and
an axial force that creates 1 atm pressure in both the reservoirs was
applied. The system was equilibrated under this condition for 1 ns
during which one membrane atom was pinned to its initial position
to ensure the positional stability of the membrane. In cases where
the water was heated, the feed and permeate reservoirs were kept at
the test temperature using the Nosè–Hoover thermostat (NVT),64

and the membrane temperature was allowed to evolve as per the
microcanonical ensemble (NVE). For the cases where themembrane
was heated, the feed and permeate reservoirs were kept at 300 K,
while the membrane was maintained at the test temperature. During
the production run that lasted for 5 ns, the feed side pressure was
raised to 200 MPa, keeping the permeate side pressure at the initial
value (1 atm). In cases where the membrane was heated, the reser-
voirs were now decoupled from the thermostat andweremerely time
integrated. Five random trials were carried out for each nanopore–
temperature combination, and the water and the ion permeation
across the membrane was recorded every 100 fs.

The diffusion coefficient (D) and the hydrogen-bond lifetime
(τhb) were calculated using equilibrium molecular dynamics (EMD)

FIG. 1. The nanopores used in this study. Pores P1, P2, and
P3 have areas 17.6 Å2, 37.7 Å2, and 76.3 Å2, respectively.
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FIG. 2. Snapshot of the system used in this study. The yellow and pink balls repre-
sent the sodium (Na+) and chloride (Cl−) ions. The cyan sheet in the middle rep-
resents the nanopore/membrane. The blue fluid represents the water. The black
sheets at the ends represent the piston graphene sheets used for pressurizing the
reservoirs.

simulations on a water–ion mixture (1411 water molecules and 13
NaCl molecules, corresponding to 0.5M). Here, after the initial
minimization, the system was equilibrated for 1 ns at 1 atm pres-
sure and the test temperature (NPT). The production run was then
carried out for 1 ns at constant volume and temperature (NVT).
The atomic trajectories were recorded every femtosecond, and the
diffusion coefficient was calculated using the following equation:

D ≙ 1
2NDτ(tL − tF − τ)

t0≙tL−τ∑
t0≙tF

1
N

i≙N∑
i≙1
(ri(t0 + τ) − ri(t0))2, (1)

where ND is the number of dimensions (here 3), τ is the time inter-
val, tF and tL are the times corresponding to the first and last snap-
shots of the trajectory, N is the number of water molecules, and ri(t)
is the position vector of the i-th water molecule at time t. The lim-
iting values of the diffusion coefficient at τ = 50 ps, calculated from
five 200 ps long sample trajectories, were averaged to obtain the final
values.

The hydrogen-bond lifetime (τhb) was calculated from the
hydrogen-bond auto-correlation function [C(t)] obtained from the
EMD trajectories as per the following equation:65,66

C(t) ≙ ⟨Σhij(t0)hij(t0 + t)
Σhij(t0)2 ⟩

ij

. (2)

Here, hij(t0) represents the initial number of hydrogen bonds formed
between the donor molecules (represented by the index i) and the
acceptor molecules (represented by the index j). hij(t0 + t) represents
the number of hydrogen bonds that had survived between the initial
donor–acceptor (ij) pairs after the time t.65,66 Ten C(t) vs t curves
were averaged, and the following equation [Eq. (3)] was fitted to the
resultant so that parameters A1, τ1, and τ2 are obtained,

48

Cfit(t) ≈ A1e
t/τ1 + (1 − A1)et/τ2 . (3)

The hydrogen-bond lifetime (τ) is then found by integrating Eq. (3)
as follows:66

Hydrogen-bond lifetime τhb ≙ ∫ ∞

0
Cfit(t). (4)

The potential of mean force (PMF) calculations were carried
out by coupling EMD simulations with the adaptive biasing forcing
(ABF) algorithm.67 Up to 10 Å preceding, the nanopore was sam-
pled up to 50 ns to ensure the convergence of the results. We have

followed the equations and other details of the PMF calculation as
reported elsewhere.48

III. RESULTS AND DISCUSSION

Figure 3(a) shows the number of water molecules (Nw) cross-
ing the nanopore P2 (AP = 37.7 Å2) against time (t) at different
temperatures (T). The dotted lines represent the cases where the
membrane was heated. Plots for nanopores P1 (AP = 17.6 Å2) and
P3 (AP = 76.3 Å2) are given in Figs. S2 and S3 of the supplemen-
tary material. A maximum of 84% difference was observed in the
water flux across the nanopore P1 when the temperature was var-
ied from 275.0 K to 350.0 K. In cases where the water was heated,
the number of water molecules crossing the membrane varied lin-
early with time. However, in cases where the membrane was heated,
the variation between the number of water molecules crossing the
membrane and time (indicative of the flux) was initially non-linear,
especially at 350.0 K. This disparity arises from the delayed onset
of thermal equilibrium between the water that was maintained at
300.0 K and the membrane that was maintained at 350.0 K until
the onset of RO (see Fig. S4 of the supplementary material). After
2 ns of RO, the variation between the number of water molecules
crossing the nanopore and time became independent of the heating
method. The water flux (Qw) (defined as the slope between Nw and
t) and the ion flux (Qi) through nanopore P2 are shown in Fig. 3(b).
Irrespective of the heating method, an increased temperature caused

FIG. 3. (a) The number of water molecules crossing the nanopore (Nw) against
time (t). (b) The water flux (Qw) and the ion flux (Qi) against temperature (T). The
data are for nanopore P2 (AP = 37.7 Å2). The dotted lines represent the cases
where the membrane was heated.
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FIG. 4. (a) The water flux (Qw) and (b) the ion flux (Qi) against the pore area
(AP) at different temperatures (T). The dotted lines represent the cases where the
membrane was heated.

an increased water and ion flux across all the nanomembranes
and vice versa. Furthermore, the flux varied minimally between the
cases of heating the water and heating the membrane. This indi-
cates that thermally conductive 2Dmembranes (such as nanoporous

graphene68 or BN69) can be heated/cooled to regulate the water/ion
permeation.

Figures 4(a) and 4(b) show the water flux (Qw) and the ion
flux (Qi) against the pore area (AP) at different temperatures (T).
An increase in the pore area resulted in an increased water and
ion flux through the membrane, particularly at higher temperatures.
There was zero ion permeation through the nanopore P1 (AP = 17.6
Å2) at all the temperatures tested. However, higher temperatures
resulted in a higher water permeation through P1. This confirms
enhancement in water permeation through the membrane with an
increase in temperature while retaining the original ion exclusion
capacity. In nanopores P2 and P3, a reduced temperature resulted in
a reduced ion flux, similar to the case of CNTs.47 Table I shows the
data corresponding to Figs. 4(a) and 4(b). Table S2 and Fig. S5 of the
supplementary material provide a comparison between the water
flux obtained with previously reported values. The results obtained
are in-line with the previous studies.9,13–15,23,70

Figure 5(a) shows the variation of water flux through the
nanopores (QP1

w , QP2
w , and QP3

w ) against the diffusion coefficient (D)
obtained from EMD simulations. The dotted lines represent the
cases where the membrane was heated. The flux showed a linear
relationship with the diffusion coefficient for all the nanopores. The
gradient between the flux and the diffusion coefficient was steeper
in cases where the pore area was larger. The results are in agreement
with the previously observed direct relationship between the water
flux and the bulk diffusion coefficient in flow across nanoporous
membranes.46,48 Furthermore, the results are in-line with the pre-
viously reported diffusion coefficient values71–75 (see Table S3 and
Fig. S6 of the supplementary material).

Figure 5(b) shows the variation of water flux through the
nanopores (QP1

w , QP2
w , and QP3

w ) against the hydrogen-bond lifetime
of water (τhb) obtained from the EMD simulations (see Sec. II
and Fig. S7 of the supplementary material). Contrary to the case
of the diffusion coefficient, the flux showed an inverse relation-
ship with the hydrogen-bond lifetime, i.e., the flux reduced as the

TABLE I. The water flux (Qw, ns−1) and the ion flux (Qi, ns−1) through the nanopores (area AP, Å2) at different temperatures
(T, K). The values in parentheses indicate the standard error.

Water heated Membrane heated

AP T Qw Qi Qw Qi

17.6 (pore P1)

275.00 3.93(0.41) 0.00 (0.00) 4.30(0.66) 0.00 (0.00)
300.00 10.33(0.98) 0.00 (0.00) 8.90(1.02) 0.00 (0.00)
325.00 16.33(1.59) 0.00 (0.00) 18.40(1.88) 0.00 (0.00)
350.00 25.13(1.28) 0.00 (0.00) 27.50(1.73) 0.00 (0.00)

37.7 (pore P2)

275.00 25.27(1.21) 0.00 (0.00) 28.30(2.27) 0.10 (0.09)
300.00 46.13(2.10) 0.13 (0.09) 46.50(3.07) 0.00 (0.00)
325.00 78.53(2.43) 0.27 (0.11) 84.10(2.91) 0.30 (0.14)
350.00 111.93(5.31) 0.40 (0.16) 121.00(3.15) 0.10 (0.09)

76.3 (pore P3)

275.00 82.40(3.09) 0.53 (0.16) 81.60(4.21) 0.80 (0.19)
300.00 162.40(5.13) 1.07 (0.18) 162.70(6.30) 1.70 (0.25)
325.00 261.33(6.49) 2.47 (0.25) 283.70(8.35) 2.40 (0.29)
350.00 390.07(8.58) 2.93 (0.46) 386.60(11.43) 3.90 (0.57)
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FIG. 5. The variation of water flux through the nanopores (QP1
w , QP2

w , and QP3
w )

against (a) the diffusion coefficient (D) and (b) the hydrogen-bond lifetime (τhb)
at different temperatures. The dotted lines represent the cases where the mem-
brane was heated. The diffusion coefficient and the hydrogen-bond lifetime were
obtained from the EMD simulations. The red vertical lines are labels to indicate the
temperature at each data point.

hydrogen-bond lifetime increased. The results are in agreement
with previous studies, where the hydrogen-bond lifetime and the
flux were found to show an inverse relationship with each other.48

Table II shows the values corresponding to Figs. 5(a) and 5(b).
From Fig. 5(a), the water permeation through any nanopore P

can be approximated in terms of the diffusion coefficient as follows:

Q
P
w ≙ CP

1 + C
P
2(D)nP , (5)

where CP
1 , C

P
2 , and nP are the constants specific to nanopore P. Fur-

thermore, from Fig. 5(b), the water permeation can be written in

TABLE II. The water flux through the nanopores (QP1
w , QP2

w , and QP3
w , ns−1), the

diffusion coefficient (D, × 10−5 cm2 s−1), and the hydrogen-bond lifetime (τhb, ps)
at different temperatures (T, K). The values in parentheses indicate the standard error.

T QP1
w QP2

w QP3
w D τhb

275.00 3.93(0.41) 25.27(1.21) 82.40(3.09) 1.07 0.62
300.00 10.33(0.98) 46.13(2.10) 162.40(5.13) 2.14 0.40
325.00 16.33(1.59) 78.53(2.43) 261.33(6.49) 3.56 0.29
350.00 25.13(1.28) 111.93(5.31) 390.07(8.58) 5.09 0.22

terms of the hydrogen-bond lifetime as

Q
P
w ≙ CP

3 /(τhb)mP , (6)

where CP
3 andmP are the constants specific to nanopore P.

To understand the interplay between the bulk transport prop-
erties and the flux, the logarithm of the diffusion coefficient [ln(D)]
and hydrogen-bond lifetime [ln(τhb)] was plotted against the inverse
of temperature (1/T), as shown in Fig. 6. The dashed lines represent
the fitting curves. The logarithm of the diffusion coefficient showed
a linearly decreasing relationship with the inverse of temperature,
in conformance with previous studies.46 On the other hand, the
hydrogen-bond lifetime showed a linearly increasing relationship
with the inverse of temperature.

The diffusion coefficient–temperature relationship shown in
Fig. 6 can be approximated using an Arrhenius formulation as
follows:46,73

ln(D) ≙ C′4 − C5

T
. (7)

Assuming that C′4 = ln(C4), the above equation can be rewritten as

D ≙ C4e
(−C5/T), (8)

where, C′4, C4, and C5 are the constants. It should be noted that when
the temperature range lies largely below 290 K, the Speedy–Angel
(SA) or the Vogel–Fulcher–Tamann (VFT) formulations should be
used to describe the diffusivity–temperature relation.76 However,
in the present study, the diffusivity–temperature relation can be
assumed to follow Eq. (8) since the percentage average absolute devi-
ation [%AAD; see Eq. (1) of the supplementarymaterial for details]76

between the fitted curve and the original data is less than 5%. From
Fig. 6, the hydrogen-bond lifetime and the temperature can also be
related as

ln(τhb) ≙ C′6 + C7

T
. (9)

Assuming that C′6 = ln(C6), the above equation can also be rewritten
as

FIG. 6. Logarithmic variation of the diffusion coefficient (D) and the hydrogen-bond
lifetime (τhb) against the inverse of temperature (1/T). The dashed lines represent
the fitting curves. The diffusion coefficient and the hydrogen-bond lifetime were
obtained from the EMD simulations.
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FIG. 7. (a) The logarithmic variation of water flux (Qw) and ion flux (Qi) through
the nanopores (P1, P2, and P3) against the inverse of temperature (1/T). The
dashed lines represent the fitting curves obtained using different methods. (b) The
variation of Arrhenius activation energy (Ea) and the pre-exponential factor (A)
against the pore area (AP). The color intensities represent the data obtained using
different fitting methods. The dotted lines represent the data corresponding to ion
permeation.

τhb ≙ C6e
(C7/T), (10)

where C′6, C6, and C7 are the constants.
From Eq. (5), CP

1 = 0 (since D = 0 implies that QP
w = 0). Hence,

combining Eqs. (5) and (8), we get

Q
P
w ≙ CP

2(C4)nPe(−nPC5/T). (11)

Similarly, combining Eqs. (6) and (10), we get

Q
P
w ≙ CP

3(C6)mP
e
(−mPC7/T). (12)

Both Eqs. (11) and (12) can be rewritten as an Arrhenius-like
equation as follows:

Q
P
w ≙ kP1e(−kP2/T). (13)

Here, kP1 is equal to CP
2(C4)nP or

CP
3

(C6)mP
and kP2 is equal to nPC5 or

mPC7. Furthermore, taking logarithm on both sides, Eq. (13) can be
modified as

ln(QP
w) ≙ ln(A) − Ea

RT
, (14)

where A is the pre-exponential factor, which is equal to kP1 , Ea is
the Arrhenius activation energy, which is equal to kP2R, and R is
the universal gas constant. This indicates that the flow through 2D
nanopores behaves like an activated process, similar to the flow
through CNTs.9,46,77

To understand the activated behavior of water flow through the
nanopores, the logarithm of the water/ion flux [ln(QP

w/i)] was plot-
ted against the inverse of temperature (1/T), as shown in Fig. 7(a).
The dashed lines represent the fitting curves that were obtained
using three different methods, namely, Direct, From-D, and From-
τhb. The fitting curves labeled Direct were obtained by fitting the
flux and temperature data directly to Eq. (13). For obtaining the fit-
ting curves labeled From-D, first, the parameters CP

2 and nP from
Eq. (5) (see Fig. S9 of the supplementary material) and CP

4 and CP
5

from Eq. (8) were found. These parameters were then used to find
kP1 and kP2 as per Eq. (13), and the curves were obtained. A simi-
lar procedure is used for the curves labeled From-τhb, except that
the parameters CP

3 , mP (see Fig. S8 of the supplementary material),
C6, and C7 from Eqs. (6) and (10) were used to determine kP1 and
kP2 . Table III provides the fitting parameters obtained from different
methods. The Direct method alone was used to find the fitting curves
for ion permeation data.

Except for nanopore P1, the fitting curves obtained using differ-
ent methods showedminimal variation among each other. However,
the parameter kP1 (equal to the pre-exponential factor, A) obtained
using different fitting methods showed variation to some extent.
This has occurred due to the cumulation of fitting errors in From-D
and From-τhb methods since two stages of fitting are done in these
methods to obtain the final curve. Table IV provides the %AAD of
the different fitting curves for the temperature–flux variation [given
in Fig. 7(a)].

TABLE III. The fitting parameters obtained using different methods. kP1 is expressed in ×104 ns−1, and kP2 is expressed in
×103 K. CP

2 is expressed in (×10−5cm2/s)nPns−1, and CP
3 is expressed in (ps)mPns−1. nP and mP have arbitrary units.

The fitting parameters obtained from Eqs. (8) and (10) are as follows: C4 = 1649.60 × 10−5 cm2/s, C5 = 2.01 × 103 K,
C6 = 5.05 × 10−3 ps, and C7 = 1.32 × 103 K.

Direct From-D From-τhb

Pore kP1 kP2 CP
2 nP kP1 kP2 CP

3 mP kP1 kP2

P1 2.18 2.34 4.10 1.11 1.54 2.23 2.19 1.62 1.14 2.13
P2 2.88 1.93 22.32 0.99 3.42 1.99 12.66 1.45 2.67 1.91
P3 11.74 1.99 73.79 1.02 13.89 2.04 41.17 1.49 10.83 1.96
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TABLE IV. The %AAD obtained between the fitted curves and the data points of
temperature–flux variation [Fig. 7(a)] using different fitting methods.

Method∖Nanopore P1 P2 P3

Direct 4.16 0.51 0.55
From-D 4.81 0.70 0.50
From-τhb 5.37 0.60 0.58

The Direct method showed the least %AAD among all the
methods. However, for nanopore P3, the %AAD obtained using
the from-D method was slightly lower than the Direct method.
The %AAD was found to be higher for nanopore P1 when com-
pared to nanopores P2 and P3. This is because water permeation
through P1 at lower temperatures (300.0 K and 275.0 K) deviates
from the Arrhenius formulation [see Fig. 7(a)]. However, since the
water flux through such a small nanopore at lower temperatures is
highly inconsistent, a more extensive study is needed to establish
this understanding.77 Nevertheless, the parameters obtained using
the Direct method can be used to characterize desalination through
the nanopores as their maximum %AAD is below 5%.

Across the nanopores, the fitting curves showed similar slopes,
indicating a minimal variation in Arrhenius activation energy
among the pores [Fig. 7(a)]. However, the intercepts of the curves
that are indicative of the pre-exponential factor varied widely among
the nanopores. Similar trends were also observed for the ion flux. Ion
permeation events did not occur for nanopore P1, and for pore P2,
they occurred below 300 K (see Table I), and hence, the data are not
shown in this figure.

Figure 7(b) shows the Arrhenius activation energy (Ea) and the
pre-exponential factor (A) obtained using different fitting methods
against the area of the nanopores (AP). In all the cases, the activa-
tion energy of nanopores was similar except for pore P1, which had
slightly larger activation energy compared to pores P2 and P3. On
the other hand, the pre-exponential factor (A) obtained increased
monotonously with the pore area, showing large variation between
the pores P1 and P3 compared to the difference between pores P1
and P2. As mentioned earlier, the pre-exponential factors (the same
as kP1 ) obtained using different fitting methods varied to some extent
due to the difference in how the parameters are derived in each
method. Table S4 of the supplementary material shows the data
corresponding to Fig. 7(b).

The Arrhenius activation energy is indicative of the barrier that
water molecules have to overcome to cross the nanopore. Hence, it
is expected that the Arrhenius activation energy and the free energy
barrier calculated from PMF profiles would follow a similar trend
with varying pore area (see Fig. 8). As per the classical Arrhenius
formulation, the pre-exponential factor is defined as the frequency
ofmolecular collisions with the required energy and orientation dur-
ing a reaction.78 In the case of nanoporous membranes, this may be
assumed as the attempt rate of molecules to cross the nanopore.9

We infer the pre-exponential factor to be primarily dependent on
the pore occupancy, the structure of water inside the nanopore, and
the energy of the water/ion molecules. However, the quantification
of the pre-exponential factor requires a further study.

FIG. 8. The free energy barrier obtained from PMF calculations (ΔGPMF) against
the pore area (AP) at various temperatures. The black dashed line represents the
Arrhenius activation energy (Ea) obtained using the Direct method.

Figure 8 shows the free energy barrier experienced by the water
(ΔGPMF) against the pore area (AP) at different temperatures (T).
The free energy barrier was found by subtracting the minimum
energy from the maximum energy of the PMF profile ahead of the
nanopore (see Fig. S9 of the supplementary material). The black
dashed line represents the Arrhenius activation energy (Ea) obtained
using the Direct method. The variation of the free energy barrier
was similar across the temperatures considered. The Arrhenius acti-
vation energy also showed a similar trend though their values were
higher than the free energy barriers obtained from the PMF calcu-
lations. The Arrhenius activation energy and the pre-exponential
factor can be related to the Gibbs activation energy (ΔG≠) as per
the transition state theory (TST).79 The Gibbs activation energy
(ΔG≠), in turn, can be related to the PMF energy barrier (ΔGPMF).
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However, the application of TST to establish a relationship between
the empirically derived Arrhenius parameters and the PMF energy
barrier requires more extensive studies. Meanwhile, the Arrhenius
framework may be utilized in experimental methods for quantifying
performance scale-up.77,81,82

IV. CONCLUSIONS

We studied the effect of temperature on water desalination
through hydrogen functionalized graphene nanopores. We used
three nanopores of areas 17.6, 37.7, and 76.3 Å2 and the temper-
atures 275.0 K, 300.0 K, 325.0 K, and 350.0 K in this study. Fur-
thermore, for each nanopore–temperature combination, the calcu-
lations were carried out using two distinct heating methods, viz.,
heating the water and heating the nanoporous membrane. Among
the nanopores that we studied, a maximum of 84% difference in flux
was observed across the nanopore P1 when the temperature was var-
ied from 275.0 K to 350.0 K. There wasminimal difference in the flux
between the cases where the water was heated and the membrane
was heated. Furthermore, the flux was found to be related directly
with the diffusion coefficient and inversely with the hydrogen-bond
lifetime. Our results suggest an Arrhenius-like relationship between
the flux and the operating temperature by which the flux through a
nanopore can be defined in terms of the activation energy across the
pore and a pre-exponential factor. The activation energies obtained
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from the Arrhenius formulation were found to be higher than the
free energy barriers estimated from the PMF profiles.

Our results indicate that the operating temperatures largely
influence the desalination characteristics of 2D nanoporous mem-
branes. Furthermore, the results provide insights for designing water
desalination systems employing 2D nanoporous membranes when
the operating temperatures vary significantly. The results also show
that thermally conducting 2D membranes such as graphene or BN
can be heated or cooled to achieve the requisite water/ion per-
meation characteristics. At higher temperatures, water permeation
through smaller nanopores can be improved while maintaining the
ion exclusion capacity. On the other hand, a lower temperature
can impede ion permeation through larger nanopores at the cost
of reduced water permeation. Our results also point to a kinetic
relation between the flux and the operating temperature, which can
aid in scaling-up the performance parameters of water desalination
through 2D membranes.

SUPPLEMENTARY MATERIAL

See the supplementary material for the details of pore area cal-
culation and the interaction parameters used. Water and ion perme-
ation through nanopores P1 and P3 are given. The variation of feed
temperature with time for the case where the membrane was heated
at 350 K is also given. Furthermore, the water flux and diffusion
coefficients from the present study are compared with previous stud-
ies. Details of the hydrogen-bond lifetime calculations, the %AAD
calculations, the curve fitting methods used, and the PMF energy
barrier calculations are provided. Finally, the Arrhenius activation
energies and the pre-exponential factors obtained for the nanopores
are tabulated.
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