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Abstract

Sybil attack is one of the most challenging problems
that plague current decentralized Peer-to-Peer systems.
In Sybil attack, a single malicious user creates multiple
peer identities known as sybils. These sybils are em-
ployed to target honest peers and hence subvert the sys-
tem. In this paper, we propose a novel solution that en-
ables all honest peers to protect themselves from sybils
with high probability in large structured P2P systems.
In our proposed sybil defense system, we associate ev-
ery peer with another non-sybil peer known as SyMon.
A given peer’s SyMon is chosen dynamically such that
the chances of both of them being sybils are very low.
The chosen SyMon is entrusted with the responsibility
of moderating the transactions involving the given peer
and hence makes it almost impossible for sybils to com-
promise the system. We show the effectiveness of our
proposed system in defending against Sybil attack both
analytically and experimentally.

1. Introduction

Among the security attacks that plague existing P2P
systems, Sybil attack[8] is the most difficult and chal-
lenging problem to solve. In Sybil attack, a single ma-
licious user creates a large number of peer identities
called sybils by exploiting the low or zero-cost entry
barrier in P2P systems. These sybils are used to launch
other types of security attacks thereby compromising
the entire system.

Existing approaches: Researchers have attempted
to defend against Sybil attack through various central-
ized as well as distributed approaches[2][7][8][18]. The
main goal of these approaches is to limit the total num-
ber of sybils and hence to contain their adverse impact
on the system. These approaches are useful to protect
a class of P2P applications that require the total num-
ber of sybils to be a small fraction of the overall size of
the system. For example, in systems that rely on online

voting schemes, it is important to prevent sybils from
out-voting honest peers in the system.

There exists another class of P2P applications where
even a limited number of sybils can wreak havoc in
the system. For example, P2P Reputation systems are
known to be highly susceptible to even a small number
of sybils[11][25].

In Reputation systems, sybils can spoof transac-
tions among themselves to raise their reputation through
ballot-stuffing[1]. By logging fake feedbacks, they can
spoof transactions without actually performing them.
Most importantly, there is no limit on the number of
fake transactions that can be performed by even a very
small number of sybils. Hence, in these systems, the
reputation of a peer may not truly reflect its past be-
havior. This necessitates the need for a mechanism by
which every honest peer can protect itself from sybils.

Our approach: This paper proposes a fully de-
centralized novel solution to protect honest peers from
sybils in large structured P2P systems. In our pro-
posed system, every peer is associated with another
peer, known as SyMon(Sybil Monitor). The SyMon
of any given peer is chosen dynamically such that the
probability of both of them being sybils is very low. The
chosen SyMon prevents the given peer(sybil) from tar-
geting other honest peers by monitoring the transactions
involving the given peer. To the best of our knowledge,
ours is the first attempt to defend against Sybil attack
through transaction monitoring process.

The process of monitoring a transaction is applica-
tion dependent. We assume that it is effective in pre-
venting i) a sybil from cheating an honest peer during
the transaction and ii) a sybil SyMon from harming two
honest peers during their transaction. For example, in
P2P Reputation systems for file sharing applications,
the SyMon of a provider peer can mandate that the file
is transferred to a requester peer via itself. This pro-
cess enables SyMon in establishing the legitimacy of
the transaction and in verifying the quality of the file
being transferred either manually or through automated
methods[15][16]. The SyMons’ feedbacks help new re-



quester peers in verifying the past transaction history of
provider peers and hence in identifying honest provider
peers that serve good files. Thus, SyMon can help in
preventing sybils from decreasing the content availabil-
ity of the system.

SyMon can also help in preventing Denial-Of-
Service(DOS) attack on a server. In DOS attack, sybils
flood the server with a large number of requests. In
such a situation, the server can fail to respond to le-
gitimate requests either temporarily or permanently de-
pending on the severity of the attack. Computational
puzzles[2][13] can be employed to prevent this attack.
The process of forming the puzzle challenge, when
performed by the server itself or any other centralized
entity[24], can unwittingly subject it to DOS attack. On
the other hand, if any random peer is chosen as the puz-
zle server[12], then sybils can easily circumvent this.
Hence, the process of forming the puzzle challenge can
be outsourced to the client peer’s SyMon thereby ensur-
ing that the server is immune to DOS attack to a large
extent.

Challenges in choosing a SyMon: Choosing a
SyMon for any given peer in a fully distributed P2P
system prone to Sybil attack poses the following chal-
lenges:

e The given peer and its SyMon should not be sybils.
More specifically, a malicious user should incur a
very high cost if it attempts to break this defense.

e Any peer should be able to verify with high prob-
ability whether the given peer and its SyMon are
sybils.

e The selection process should be simple so that hon-
est peers can choose their SyMon with minimal
overhead.

e SyMon should be selected dynamically so that the
same peer (or a small set of peers) is not chosen
always.

In this paper, we focus on the SyMon selection pro-
cess. We propose four methods for associating any
given peer with its SyMon. Each of our selection meth-
ods differs in its efficacy and the overhead incurred
while choosing an eligible SyMon in the system. We
propose a simple discovery protocol for finding SyMon
in the system. We also provide a mechanism to ver-
ify that the chosen SyMon is not a sybil of the given
peer with high probability. We analyze our sybil de-
fense scheme theoretically and show how hard it is for
an adversary to break our system. We also show the
effectiveness and scalability of our system experimen-
tally.

The rest of the paper is organized as follows. Sec-
tion 2 describes our system model. In section 3, we
present details about our system and then discuss its
strengths and weaknesses against a range of attacks in
section 4. We show the robustness of our proposed so-
lution through simulation results in section 5. We com-
pare our solution with existing research work in section
6. We conclude the paper in section 7 with a mention
about the possible future research directions.

2. System Model

In our system model, we consider a fully decen-
tralized large structured P2P overlay like Pastry[19] or
Chord[21].

2.1. Peer Identity Generation

Before joining the system, every peer creates its pub-
lic/private key pair using 1024-bit RSA[20] and then
hashes the public key using SHA-1[23] to generate its
peer identity. The peer generates its Identity Certificate
(using SPKI[9]) containing its identity (represented as
a 40-digit hexadecimal number) and its public key. A
cryptographic hash function like SHA-1 is employed
so that peer identities are uniformly distributed over
the identity space preventing sybils from choosing their
own desired identities.

In order to prevent malicious users from creating
a large number of sybils, every attempt to generate
a peer identity is associated with some computational
puzzle[2][3][8][12]. The puzzle result is embedded in
the peer’s Identity Certificate so that others can verify
the same.

Every message exchange between peers is encrypted
with the public/private key of the peers so as to prevent
sybils from masquerading as other honest peers.

2.2. Threat Model

Peer model: The system includes honest users as
well as malicious users. Each honest user follows the
protocol and generates its peer identity once before join-
ing the system. Each malicious user may generate mul-
tiple peer identities called sybils. Malicious users may
collude with each other. Sybils, created by all malicious
users, are considered to be under the control of a single
adversary and attempt to subvert the system at all times.

Transaction model: We consider two transaction
models. In the first model, the transaction involves two
peers, an honest peer and the other unknown peer. The
honest peer is at risk of being abused by the other peer



during the transaction. Hence, the honest peer is con-
sidered as the verifier and the other unknown peer is
considered as the suspect.

In the second model, the transaction involves three
peers, an honest peer and two unknown peers. The two
unknown peers transact among themselves. Through
this transaction, they can cheat the third honest peer'.
Hence, the honest peer is considered as the verifier and
the other two peers as suspects.

3. Proposed Solution Details

In our proposed system, every transacting peer is as-
sociated with another peer known as SyMon. We pro-
pose four methods of associating any given peer with
its SyMon. These selection methods accomplish their
main goal of choosing a non-sybil SyMon by exploiting
the fact that it is very difficult for two sybils to be neigh-
bors in the identity space when peer identities are gener-
ated randomly and when an adversary does not control
a large percentage of sybils. Each of these methods has
varying complexity and incurs varying cost on honest
peers as well as an adversary. Depending on the appli-
cation needs, any one of our selection methods can be
employed to defend against Sybil attack.

We propose a discovery protocol for dynamically
choosing the most eligible live peer in the system as
per our proposed SyMon selection criteria. This dis-
covery protocol is fully decentralized and piggybacks
on the underlying structured overlay routing constructs.
We also propose a verification mechanism to check if a
SyMon was chosen as per one of our selection methods.

Consider a transaction involving two unknown peers,
say Alice and Bob. Alice, an honest peer, is the veri-
fier and Bob is the suspect. In our scheme, either Alice
or Bob can choose Bob’s SyMon, say Carol. If Alice
chooses Carol, then our selection methods ensure with
high probability that it is not a sybil of Bob. If Bob
chooses Carol, then Alice can, with high probability,
verify whether Bob and Carol are sybils. If Alice con-
cludes that Bob has chosen its sybil as its SyMon, then
the transaction is aborted.

A non-sybil Carol moderates the transaction between
Alice and Bob to prevent Bob from cheating Alice.
Carol also ensures the legitimacy of the transaction be-
tween Alice and Bob. Hence, any peer can determine
the legitimacy of the transaction between Alice and Bob
even if it is not directly involved in the transaction by
verifying the selection of Carol.

'In P2P Reputation systems, sybils can fake transactions among
themselves to raise their reputation through ballot-stuffing[1]. New
requester peers verify the past transactions of a provider peer while
analyzing its reputation before selecting it for a transaction.

We use the notations shown in the following table in
the rest of this paper.

Symbol Description

N Size of the P2P network

Kjg Public key of a peer A

K, Private key of a peer A

D4 Identity of a peer A

D% Transient identity of a peer A

{ID4.IDp}s | Setof two peer identities that match by (pre-
fix/suffix) ® consecutive digits

Mrr Timestamped message containing a list of peer
identities and their digitally signed Ack mes-
sages

H A cryptographic hash function whose output is

uniformly distributed over the output space

H(N1) — N3 Nj is hashed using H to get No

N# Number whose ’x’ leading/trailing consecu-
tive bits are zero

R Random number

T, Unique transaction reference number

Ni- N2 Concatenation of N1 and No numbers

3.1. SyMon Selection

In this section, we present different ways of choosing
SyMon for a given peer. Each of our selection methods
specifies the criteria in terms of the threshold minimal
number of (prefix/suffix) consecutive digit match be-
tween peer identities. Only those peer identities which
are very close to each other in the identity space will
have maximum digit match. Since the chances of sybils
being closest neighbors in the identity space are very
low, our selection criteria enable us to choose a non-
sybil SyMon for any given peer.

The minimal threshold value determines the cost in-
curred by an adversary in breaking each of our selection
methods and is dependent on the size of the network. To
compute its value, every peer should estimate the size
of the network at periodic intervals by employing any
of the approaches proposed in [3][17]. A new peer can
obtain the network size estimates at different instances
of time from some of its neighbors in the identity space.
From this data, it can compute the average estimate at
different times in the past. The chances of sybils cor-
rupting this estimate is very low since a majority of the
neighbors of any peer will be non-sybil peers.

Selection Method 1: In this method, a peer whose
identity matches by (prefix/suffix) ® consecutive digits
with Bob’s identity is considered as Bob’s SyMon (IDg).

{IDg | {IDgoy, IDs}y and ® > Pz}
where 0 < & < 40

Here, ®3 is a constant dependent on the size of
the network. When it is set to an appropriate value,



Bob’s closest neighbor(s) can satisfy this criteria. To
discover Bob’s closest live neighbor, a TraceRoute
message(Mrpr) is sent to Bob’s neighbors (LeafSet
peers in Pastry and Predecessor/Successor peers in
Chord). Any neighbor peer which receives Mg, ap-
pends its digitally signed Ack message to it so as to
prevent sybils from corrupting or creating bogus M7
messages. Bob’s SyMon is finally chosen from Mg, as
per the criteria.

In this method, either Alice or Bob can discover
Bob’s SyMon with minimal effort. Since a different
SyMon is chosen for every peer, the transaction moni-
toring load is well balanced. However, if the neighbor-
hood of a peer does not change, then the same peer is
burdened with monitoring all transactions involving the
given peer.

The main disadvantage with this approach is that if
an adversary finds two sybils who are also neighbors,
then they can be reused for multiple transactions with
other honest peers.

Selection Method 2: In this method, any two peers
whose identities match by (prefix/suffix) ® consecutive
digits are considered as Bob’s SyMons (IDg, , IDg,).

{IDslaI‘ld ID32 | {ID5171D52}<I> and ¢ > (I)oz}
where 0 < & < 40

Here, @, is a constant dependent on the size of the net-
work.

Every peer finds its closest neighbor, as mentioned
in selection method 1. If the locally discovered peer
identity set comprising of the peer’s and its neighbor’s
identities satisfies the above mentioned criteria then it
is advertised in the system. The advertisement of peer
identity sets (along with M R) of some ® value is sim-
ilar to the advertisement of files(with associated meta-
data) in P2P file sharing systems. The ® value can be
considered as the name of the advertised set. When re-
quired, either Alice or Bob can query the system for an
advertised set by specifying ® as the search keyword.
If multiple sets are returned, a set is chosen randomly.
Both the peers found in the set are chosen as Bob’s
SyMons since the chances of two sybils being neigh-
bors and hence being found in the same advertised set
are very low.

The discovery protocol in this method is complex
and sensitive to churn. In systems with high churn rate,
the process has to be repeated periodically to ensure
the freshness of the advertised peer identity sets. Peers
which store the advertised copies of the discovered sets
can discard the sets after some time period depending
on the churn rate.

In this method, there is a possibility that the same
advertised peer identity set(s) is employed by all trans-

acting peers as their SyMon. Hence, the peers found
in this set have to incur the entire load of monitoring all
the transactions in the system. The load can be balanced
more evenly by setting ¢, to an appropriate value and
hence increasing the number of advertised sets as dis-
cussed in section 4.1.

Selection Method 3: In this method, a fransient
identity is generated for Bob for each of its transactions.
A peer whose identity matches by (prefix/suffix) ® con-
secutive digits with Bob’s transient identity is consid-
ered as its SyMon (IDg).

{Nm ‘ Hl(Kgob'KXlice.Tn'R) - Nw}
{ID% 0 | HZ(KEOb'KXlice'Tn'R) — IDpo}
{IDs | {ID%p, IDs}o and & > Og}

where 0 < & < 40

Bob can generate its transient identity by solving
a computational puzzle. Though any verifiable com-
putational puzzle can be adopted during this step, we
have used the one mentioned in [3]. To solve the puz-
zle, Bob has to find a random number(R) such that
the output of the hash function(H;) contains ’x’ lead-
ing/trailing bits as zero. Bob’s public key(KgOb), Alice’s
public key(Ki{l ice) and a unique number identifying the
transaction(T),) are given as parameters to the puzzle.
The puzzle’s result(R) and its parameters are hashed(Hs
- SHA-1) to generate Bob’s transient identity.

The discovery protocol, in this method, involves
finding a peer closest to Bob’s transient identity in the
system? and choosing Bob’s SyMon from among the
neighbors of this discovered peer as detailed in selec-
tion method 1.

This selection process is applicable where Bob is re-
quired to choose its SyMon rather than Alice, so that
the burden of solving the puzzle is on Bob. The unique
transaction reference numbers ensure that the transient
identities are uniformly distributed over the identity
space. This results in the selection of a different SyMon
for every transaction thereby distributing the monitor-
ing load uniformly on all peers in the system.

The above mentioned puzzle parameters prevent the
puzzle result from being reused by Bob (or Bob’s sybils)
for a different transaction with Alice or with any other
peer. The main drawback with this approach is that even
an honest peer is required to solve the puzzle for every
transaction. Moreover, a sybil can precompute the puz-
zle associated with its transient identity generation.

Selection Method 4: This method is similar to se-
lection method 3. However, in this method, Bob’s tran-

2In structured overlays like Pastry and Chord, a live peer whose
identity is closest to the given key(the peer’s transient identity) is
found by routing a message with that key as the destination address.



sient identity is associated with a validity period by
adding Nonce, a random number, as one of the parame-
ters to the puzzle.

{N®| Hi(K},, K1;oow T Nonce- R) — N}
{IDBop | H2(K K fyjeer T Nonce: R) — IDp}
{IDg | {ID%,,,IDs}o and ® > $3}

where 0 < ® < 40

Nonce can be specified by either Alice or a generic
entity outside the system as mentioned in [4]. This en-
sures that sybils can’t precompute their transient iden-
tities. However, the main drawback with this approach
is the difficulty in determining the duration of the valid-
ity period. If this duration is small, some honest peers
(with limited resources) may have to solve the puzzle
repeatedly. On the other hand, larger duration results in
a more easily subvertable defense against sybils. The
duration of the validity period should therefore depend
on the application needs.

3.2. Verification of SyMon’s selection

Any peer can check whether the SyMon of a given
peer was indeed selected according to one of our selec-
tion methods as shown below:

1. Get an estimate of the size of the network at a time
that is closest to the time when the peer identity set
and the discovery protocol’s TraceRoute message
were created.

2. Determine ®,/®g and check if the ® value of the
peer identity set meets the selection criteria that
was adopted to choose the SyMon.

3. Verify if all the peers found in the discovery proto-
col’s TraceRoute message have provided their dig-
itally signed Ack messages.

4. If a puzzle is posed, check if the puzzle parameters
and its result are valid. (This is applicable only to
selection methods 3 and 4).

5. If some validity period is associated with the peer
identity set, check if it has expired. (This is appli-
cable only to selection method 4).

Verification fails if any of the above mentioned tests
specified in step 3 to 5 fails.

4. Theoretical Evaluation of SyMon

In this section, we first discuss the formal model un-
derlying our sybil defense scheme. Using this model,

we determine an appropriate value for ®, and ®4 that
form an integral part of our SyMon selection methods.
We discuss how these threshold values influence the
cost incurred by an adversary to break our system. We
then consider some of the attack strategies that can be
adopted by the adversary to compromise our system.
We also explore theoretically, the security margin pro-
vided by each of our selection methods under these at-
tack strategies.

4.1. Choosing SyMon

The formal model underlying our solution casts
the problem of finding a SyMon for any given peer
as the classical birthday problem® and its family of
problems[6] with respect to SHA-1, the hash function
used to generate peer identities (see section 2.1). In our
model, we consider every peer identity to be the result
of one hash operation(trial) on SHA-1. Therefore, the
entire network represents the total number of trials(r)
performed by all peers collectively on SHA-1. Using
this model, we discuss the selection of SyMon in selec-
tion method 2 followed by a discussion on the rest of
the selection methods.

Selection method 2: In this method, we try to dis-
cover any two peers whose identities match by at least
&, digits. The search for a single advertised set in
the system containing these eligible peers is equivalent
to performing a partial collision search[6]* on SHA-1.
This is because only ® digits collide between the peer
identities where 0 < ® < 40.

A partial collision search on SHA-1 can also
be considered as a collision search[23]> on a hash
function(H’), a version of SHA-1 with (reduced) un-
known number of bits(x) in its hash output. In other
words, the problem of determining the value of ®,,
given the total number of trials(r), reduces to finding
the number of bits(x) of H' that results in a collision.

From [23], we can determine an approximate value
of &, as shown below?:

r =127 = V/24% (1)

Selection methods 1, 3 and 4: In these methods, a
peer whose identity matches with the given peer’s iden-

3Collision search on a hash function is similar to the classical
birthday problem which refers to the probability of finding some pair
of people having the same birthday in a set of randomly chosen peo-
ple.

“Partial collision search on a hash function is similar to the almost
birthday problem which refers to the probability of finding some pair
of people having birthdays within a few days of each other in a set of
randomly chosen people.

5The theoretical bound on collision search and preimage search
holds good since the input(peer identity) cannot be modified arbitrar-

ily.



tity (or its transient identity) by at least ® 5 digits is cho-
sen as its SyMon. The search for an eligible peer in the
system is equivalent to performing a partial preimage
search[6]° on SHA-1.

A partial preimage search on SHA-1 can also be
viewed as a preimage search[14]” on H’ as mentioned
above. If we want to choose a SyMon for a single sus-
pect peer, we can determine an approximate value of
®; using the equation from [14]°:

r=2" =2 2)

It is important to note that a preimage search on
H’ refers to finding a SyMon for a single suspect peer.
However, we want every suspect peer in the system
to find its SyMon. Our stronger condition of finding
a SyMon for every peer is satisfied by considering the
search for SyMon as a strong preimage search[6]® on
H’ or strong partial preimage search on SHA-1. Thus,
the problem of determining the value of ®3, given the
total number of trials(r), reduces to finding the number
of bits(x) of H' that results in a successful strong preim-
age search.

From [6], we can determine an approximate value of
® 3 as shown below:

/
) m
— =lo
m J log%
rort T
—L =1L 41009 ( Zl) where m = 2% (3)
m  m m

where 'p’ refers to the probability with which we want
to find a SyMon for all peers. In this equation, 7’ is an
iterative approximation of the number of trials required.
® 3 can be determined for a value of 7/ that is closest to
the given network size(r).

Load balancing in Selection Method 2: In this
method, the search for a single advertised set through
a partial collision search leads to highly skewed trans-
action monitoring load distribution. The load can be
balanced well by controlling the number of advertised
sets in the system. The number of advertised sets de-
pends on ®, which can be determined by setting the

6Partial preimage search on a hash function is similar to the almost
same birthday as you problem which refers to the probability of find-
ing another person whose birthday is within a few days of the given
person’s birthday in a set of randomly chosen people.

"Preimage search on a hash function is similar to same birthday as
you problem which refers to the probability of finding another person
whose birthday is the same as the given person’s birthday in a set of
randomly chosen people.

8Strong preimage search on a hash function is similar to the strong
birthday problem which refers to the probability that everyone, in a
set of randomly chosen people, finds another person with the same
birthday.

value of ’k’- number of peers without a SyMon, to some
fraction of the total size of the network in the following
equation from [6]:
. i i! mlrl (m—4)"~
— _1 i—k
Pk ;( N iy I e s

4)

i

where py, refers to the probability with which "N — £’
peers find their SyMon and r refers to the network size.
Here, @, is determined from the relation: m = 24«

4.2. Attack Strategies of an Adversary

In our system, an adversary needs two sybils to cheat
an honest peer; one to transact with the honest peer and
the other one to act as SyMon. More importantly, these
two sybils should possess identities that satisfy one of
the selection criteria. In transactions involving three
peers, the adversary needs to ensure that any two of its
three sybils satisfy the identity matching criteria.

In this section, we discuss some of the strategies that
can potentially be employed by the adversary to get this
desired sybil pair.

Break RSA: An adversary can try to find the private
keys of two honest peers who possess desired peer iden-
tities. However, as per [20], factoring 1024-bit RSA is
still considered infeasible. It is almost impossible for
the adversary to steal the private keys of honest peers
through Side channel attacks[22] since peers in large
P2P systems are generally widely dispersed across dif-
ferent geographical locations.

Partial Collision Search Attack on SHA-1: An
adversary can launch partial collision search at-
tack(PCSA) to find a pair of desired sybils as discussed
in section 4.1. This is done by randomly generating peer
identities repeatedly until a desired pair is obtained. The
expected number of trials required to find a pair of de-
sired sybils is given by: r,., where r,.s refers to the
size of the system in Equation (1).

Partial Preimage Search Attack on SHA-1: An
adversary can launch partial preimage search at-
tack(PPSA) to find a sybil such that its identity matches
with its existing sybil by ® digits (see section 4.1). This
is done by randomly generating peer identities repeat-
edly until a desired sybil is found. The expected num-
ber of trials required to find a desired sybil(preimage)
for an existing sybil is given by: 7,,s where 7y, refers
to the size of the system in Equation (2).

Precomputation and Replay Attack: An adver-
sary can attempt to precompute the puzzle associated
with generating a peer identity or its transient identity
(see section 3.1). Once the desired sybil pair is ob-



Table 1. SyMon selection methods under
different attack strategies

Method Blrf;i‘ng PCSA | PPSA ;:f;t‘l’;?l Replay
I N Y Y Y Y
2 N Y Y Y Y
3 N N Y Y N
7 N N Y N N

Table 2. Security margin offered by SyMon
selection methods

Estimation of
the number of
Ntw Method | ®o/Pp sybils required Attack
Size Strategy
to subvert the
system
1 1 -2 27 t0 24
103 2 4 -5 10% PCSA
3,4 1 -2 2% t0 28 PPSA
1 3 —4 26 t0 28
105 2 8§ —9 10° PCSA
3,4 3 —4 212t0 210 PPSA
1 4 — 5 28 t0 210
107 2 11— 12 107 PCSA
3,4 4 — 5 216 0 220 PPSA

tained, the adversary can also attempt to reuse them for
future transactions with other honest peers.

4.3. SyMon selection methods under at-
tack

In this section, we show the security margin provided
by each of our SyMon selection methods under different
attack strategies of an adversary.

In method 1, an honest peer performs a strong par-
tial preimage search to find SyMon through the discov-
ery process. However, an adversary can launch partial
collision search attack to find a pair of desired sybils.
Hence, the security margin provided by this method is
very less.

In method 2, an honest peer performs a partial col-
lision search to find SyMon through the discovery pro-
cess. An adversary should also launch partial collision
search attack to find a pair of desired sybils. However,
the security margin offered by this method is inversely
proportional to the number of advertised sets (see sec-
tion 5.1).

In methods 3 and 4, a SyMon is chosen based on
the transient identity of the given peer. An honest peer
performs a strong partial preimage search to find a
SyMon through the discovery protocol. An adversary
can either generate multiple transient identities for one

of its sybils or generate multiple sybils for one of its
sybils’ transient identity. It can also adopt both these
approaches to find a desired sybil. In either of these ap-
proaches, the adversary has to launch partial preimage
search attack on SHA-1 to find a desired sybil identity.

Methods 3 and 4 ensure that even if a pair of desired
sybils is obtained, it is not possible to reuse them for
future transactions. Whereas, in methods 1 and 2, once
the desired sybil pair is obtained, it can be reused for
future transactions with other (honest) peers.

In methods 1, 2 and 3, it is possible to precompute
the desired sybil pair. Method 4 prevents this by asso-
ciating a validity period with a peer’s transient identity.
The validity period, when set appropriately, ensures that
the cost, associated with solving the puzzle, is a recur-
ring one for an adversary.

Table 1 and Table 2 compare each of our proposed
SyMon selection methods under different attack strate-
gies of an adversary. Table 2 also shows the approxi-
mate number of sybils required to subvert the system.
The actual cost incurred by the adversary, in breaking
our defense, is the product of the required number of
sybils and the cost associated with generating each sybil
(see section 2.1). Thus, the security margin offered by
each method is directly proportional to the size of the
network and inversely proportional to the fraction of
sybils present in the system. Hence, it is important to
contain the total number of sybils in the system.

5. Experimental Evaluation of SyMon

In this section, we assess the performance of our pro-
posed sybil defense scheme through simulation results.

In our experiments, we consider a Pastry overlay of
size N simulated through FreePastry[10]. All our exper-
iments were run on a Intel-P4 Quad Core system with
4GB memory and the results were averaged over five
trials. In our experiments related to selection methods
1,3 and 4, we set 4 to a value so that the probability of
every peer finding its SyMon is 0.99 (see Equation (3)).

Aim: Our first goal is to check the effectiveness of
the SyMon discovery protocol. We also show its effi-
ciency in distributing the transaction monitoring load
on peers chosen as SyMon. Our second goal is to study
the effectiveness of our proposed sybil defense scheme.
More specifically, we show 1) the probability of success
in considering honest peers as honest and ii)the prob-
ability of success in considering sybils as sybils by a
randomly chosen honest verifier peer. We explore these
results under various network sizes to study the scala-
bility of our system.
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5.1. SyMon Discovery Protocol

Network Size Estimation: In this experiment, every
peer estimated the size of the network by checking the
distance between the identities of each of its LeafSet
peers, as proposed in [17]. Since we consider a static
network, every peer estimated the network size when it
joined the system. The root mean square error(RMSE)
between the actual network size and the average size
estimated by all peers is shown in Fig. 1(a). We observe
that the error in estimation is small and does not vary
much with an increase in the network size.

SyMon Selection methods: In this set of experi-
ments, every peer discovered its SyMon as per each
of our selection methods (refer section 3.1). In each
case, the number of digits(®,) that matched between
the given peer’s identity (or its transient identity) and
the discovered SyMon’s identity was computed. We
then handpicked the most eligible peer(s) in the system
as per each of our selection methods. The number of
digits(®,) that matched between the given peer’s iden-
tity (or its transient identity) and the handpicked peer’s
identity was computed. The RMSE between 4 and ®,,
was averaged. From Fig. 1(b), we observe that method
1 always finds the most eligible SyMon. Method 2 does
not always pick the most eligible SyMon but it performs
better than method 3 and 4.

Load Distribution on SyMon peers: In this experi-
ment, each of the randomly chosen 10 peers performed
100 transactions with other randomly chosen peers in
the system. For each transaction, the SyMon was dis-
covered as per our protocol. At the end of 1000 transac-
tions, the transaction monitoring load distribution was
aggregated. Refer Fig. 1(c). In selection method 1, it
is distributed over 10 peers since each transacting peer
had a different SyMon. In selection method 2, the load
is levied on only two peers since they were the only el-
igible SyMon pair in the system. In selection method
3 and 4, the load is uniformly distributed on all peers
in the system since SyMon is chosen based on the ran-
domly generated transient identity of a peer.

In our experiments, selection method 2 suffers from
highly skewed load distribution since we have consid-
ered the best case of choosing only two peers through a
partial collision search. The load can be balanced more
evenly as discussed in section 4.1.

5.2. SyMon Defense scheme

In this set of experiments, we study the effectiveness
of our sybil defense scheme against Sybil attack.

Each experiment involves 1000 transactions between
a randomly chosen honest verifier and a randomly cho-
sen suspect peer. An honest suspect peer always chose
its SyMon as per the discovery protocol whereas a sybil
suspect peer chose one of its sybils, that best suited the
selection criteria, as its SyMon. The verifier peer de-
cided whether the given suspect and its SyMon were
honest peers or sybils as per our verification strategy
(see section 3.2). We then compared its decision against
the actual type of peer chosen as the suspect peer in or-
der to determine the false positives. These false posi-
tives arise when the honest verifier peer sets its ®,/®g
to a very high or very low value.

In SyMon selection method 3 and 4, a suspect peer
generated its transient identity randomly to mimic the
puzzle computation process. In our experiments, both
honest peers and sybils perform this operation once. In
section 4, we have already shown the expected number
of attempts required for an adversary to break this de-
fense.

Effectiveness in the absence of sybils: In these ex-
periments, we considered a system free of sybils and
evaluated the effectiveness of our scheme at different
network sizes. When only honest peers were chosen as
suspect, each of our selection methods ensures that they
were correctly identified as honest in most of the cases.
Refer Fig. 3(a).

Effectiveness in the presence of sybils: In these ex-
periments, we considered a network of size 50k and var-
ied the percentage of sybils. When only honest peers
were chosen as suspect, our selection methods 1, 3 and
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4 ensure that they were correctly identified as honest in
almost all transactions. Though selection method 2 does
not perform as well as the other methods, it ensures that
honest peers are considered as honest with high proba-
bility (see Fig. 2(a)).

When sybils were chosen as the suspect peers, our
selection method 1 was unable to detect them since an
adversary can break this defense easily. Selection meth-
ods 2, 3 and 4 identify sybils with very high probability
(see Fig. 2(b)). These results corroborate our theoreti-
cal analysis.

We repeated the above two experiments by varying
the network size when the fraction of sybils was set to
0.25. Fig. 3(b) and Fig. 3(c) show that the effectiveness
of our solution does not vary much with the variations
in the size of the network.

6. Related Work

Many of the existing P2P systems are prone to
Sybil attack. As per [8], only a centralized peer iden-
tity generation scheme can prevent this attack com-
pletely. Distributed solutions either aim to prevent
the generation of sybils by controlling the peer identi-
ties generated[2][3][7][18] or detect their presence and
hence protect the system.

Recently, solutions based on social network anal-
ysis have been proposed to detect the presence of

sybils[5][26]. However, these approaches are appli-
cable to P2P systems which are aware of social con-
nections between peers. Moreover, [26] assumes the
knowledge about some fraction of honest users whereas
[5] assumes that the entire (or at least a part of the)
topology of the network is known. Our solution makes
no such assumption and is applicable to any P2P system
involving even unknown peers.

Choosing a non-sybil peer with high probability, in a
decentralized P2P system, is a non-trivial task. In [3],
any node closest to some point in the identity space is
considered as non-sybil node and used to maintain a se-
cure routing table. Our SyMon selection method 1 is
similar to this approach. However, in section 4, we have
shown that the cost incurred by an adversary to break
this defense is not very high. Though our other selec-
tion methods also adopt the closeness metric between
peer identities as a measure of non-sybilness, they can
inflict very high cost on the adversary.

Monitoring of a transaction by a Trusted Third
Party(TTP), has been proposed earlier to protect honest
peers from malicious peers. To overcome DOS attacks,
[24] relies on a centralized secure bastion to generate
puzzles for clients. Though [12] harvests online sources
to randomly generate puzzles, it can still be manipulated
by sybils. In our approach, SyMon is chosen in a fully
decentralized manner to monitor the transactions and its
non-sybilness is verifiable.



7. Conclusion and Future Work

In this paper, we have introduced a novel concept
of transaction monitoring by SyMon to protect honest
peers from sybils. We have proposed four different
methods for choosing with high probability, a non-sybil
SyMon for any given peer. Through theoretical as well
as experimental evaluation, we have shown the efficacy
of each of our proposed SyMon selection methods in
defending against Sybil attack.

As part of our future work, we intend to develop the
incentive models to motivate peers chosen as SyMon to
monitor the transactions. We also intend to further study
the effectiveness of our proposed system in defending
P2P Reputation systems against sybils.
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