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SUMMARY

The travel decisions made by road users are more affected by the traffic conditions when they travel than the
current conditions. Thus, accurate prediction of traffic parameters for giving reliable information about the
future state of traffic conditions is very important. Mainly, this is an essential component of many advanced
traveller information systems coming under the intelligent transportation systems umbrella. In India, the
automated traffic data collection is in the beginning stage, with many of the cities still struggling with
database generation and processing, and hence, a less-data-demanding approach will be attractive for such
applications, if it is not going to reduce the prediction accuracy to a great extent. The present study explores
this area and tries to answer this question using automated data collected from field. A data-driven
technique, namely, artificial neural networks (ANN), which is shown to be a good tool for prediction
problems, is taken as an example for data-driven approach. Grey model, GM(1,1), which is also reported
as a good prediction tool, is selected as the less-data-demanding approach. Volume, classified volume,
average speed and classified speed at a particular location were selected for the prediction. The results
showed comparable performance by both the methods. However, ANN required around seven times data
compared with GM for comparable performance. Thus, considering the comparatively lesser input require-
ment of GM, it can be considered over ANN in situations where the historic database is limited. Copyright
© 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In order to make road travel convenient to users, it is essential to accurately predict necessary traffic
variables that can help real-time applications such as advanced traveller information system, one of
the functional areas of intelligent transportation systems. This information can help travellers take
more informed decisions pre-trip or en-route. These decisions can affect the time of travel, route to
be taken, mode of travel or a combination of the three, which may result in relieving congestion in
the roadways and make road travel pleasant to the road user.
Various prediction methods that were reported as promising for the prediction of traffic parameters

include historic averaging, regression analysis, Kalman filtering technique, time series analysis and
machine learning techniques. However, in countries like India, where automated sensors and associ-
ated database are being implemented, such short-term prediction methods have not been developed
or tested rigorously. Choosing the best prediction strategy, with several constraints in terms of database
generation and storage, is one challenging task. Choice between data-driven and less-data-demanding
approaches is one such question. With such limited data availability, a less-data-demanding approach
would be more attractive, provided such an approach would not show a negative effect on prediction
accuracy.
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The present study explores this area and tries to answer this question using automated data collected
from field. The main focus of this paper is to compare the short-term prediction performance of two
different prediction tools that are extremely different in terms of data requirement. Artificial neural net-
work (ANN), which is shown to be a good tool for prediction problems, is chosen for the data-driven
approach. Grey model (GM), which is also reported as a good prediction tool, is selected for the less-
data-demanding approach. The specific tools, namely, ANN and GM, were chosen based on various
studies that reported a wide range of successful application of these approaches in various fields.
Volume, classified volume, average speed and classified speed at a particular location were selected
for prediction.
Artificial neural network is a machine learning technique inspired by biological nervous systems and

is shown to be a good tool for prediction. It is composed of several processing units operating in par-
allel, making it a good prediction tool when the system under consideration is highly nonlinear. Each
of these processing units is known as neurons. Neural networks are trained to adjust the weights of
these neurons so that a particular input leads to a specific target. The Grey system theory, initiated
by Julong Deng in the 80s [1], is a new methodology that focuses on the study of problems involving
small samples and poor information [2]. It deals with uncertain systems with partially known informa-
tion. In this study, short-term prediction of parameters using these two techniques is carried out and the
performance is compared.

2. LITERATURE REVIEW

Several research studies have been reported on short-term traffic parameter prediction. In general,
studies in this area can be broadly classified into two main classes, namely, (i) data-driven and
(ii) less-data-demanding approaches. The data-driven approaches include methods like regression,
time series and ANN, which try to capture the relationship between the available data and the cor-
responding output [3–5]. Some of the important studies coming under this approach are discussed
first.
Regression analysis was attempted by many researchers to predict traffic parameters in the near future

[6–10]. The time series analysis involves the examination of historical data, extracting essential data
characteristics and effectively projecting these characteristics into the future [11–13]. ANN is one of
the machine learning techniques that has been extensively used for the prediction of traffic parameters.
Kisgyorgi and Rilett [14] used advanced neural network methods called modular neural networks to
predict travel time from loop detector and probe vehicle data. Van Lint et al. [3] developed a State space
neural network model for freeway travel time prediction under missing data conditions. Liu et al. [4]
proposed an approach in which the optimal weight parameters of ANN were found using extended
Kalman filter technique for urban arterial travel time prediction. Lam and Xu [15] developed an
ANN-based traffic flow model for the estimation of average annual daily traffic, from short-period
counts. A dynamic neural network model was proposed by Shen [16] for freeway travel time estimation.
Yu et al. [17] proposed a variation-based online travel time prediction approach using clustered neural
networks. Zou et al. [18] developed a multi-topology ANNmodel with a supplemental component of an
enhanced k-nearest neighbour (k-NN) model for travel time prediction when the detectors were widely
spaced. The purpose of the supplemental k-NN model was to detect potential errors and missing data.
Other studies that used ANN for travel time prediction include Liu et al. [19], Van Lint [20], Zhu and
Wang [21], and Lee [22].
Ozkurt et al. [23] presented a traffic density estimation and vehicle classification method using neural

network. Cetiner et al. [24] reported prediction of traffic flow from historical data using ANN and
showed a correlation coefficient in the range of 0.85 to 0.95. Mazloumi et al. [25] and Chen et al.
[26] proposed an integrated framework to predict bus travel time using ANN. Yaghini et al. [27] used
ANN to predict passenger train delay. The study compared the results with prediction methods like
decision tree and multinomial logistic regression. Balogee et al. [28] studied the driver’s response to
en-route traffic information provided through radio. They used conventional discrete models for
driver’s response and evaluated the accuracy of this model using neural network model.
The less-data-demanding approaches include the use of filtering techniques and GM. A review of

literature using these techniques is provided as follows. Kalman filter method was employed by Chen
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and Chein [29] to predict freeway travel time using data obtained from probe vehicles. Chein and
Kuchipudi [30] used Kalman filter to predict travel time using real-time data and historic data. Gong
and Zhang [31] proposed a combination of Kalman filter and Grey relational entropy methods to fore-
cast traffic volume using the historic database. Okutani and Stephanedes [32] and Wang and
Papageorgiou [33] used Kalman filter and extended Kalman filter techniques respectively to predict
traffic volume. Under heterogeneous conditions, Vanajakshi et al. [34] employed Kalman filter to
predict travel time. Zhang et al. [35] used hierarchical fuzzy rule system optimized by Genetic
Algorithms (GAs) to develop an accurate and robust traffic congestion prediction system. Soriguera
and Robuste [36] combined data from different sources to arrive at a reliable short-term prediction
of highway travel time based on fuzzy logic and a probabilistic approach. Yin et al. [37] used fuzzy
logic to classify input data and neural network to specify input–output relationships, to predict urban
traffic flow. Sharma et al. [38] used fuzzy logic model under heterogeneous conditions to predict traffic
volume and suggested to have extensive data to build a high-quality model. Yu et al. [39] proposed a
hybrid model, based on support vector machine (SVM) and Kalman filter technique, to predict bus
arrival times using historical data and the latest bus arrival information. Yu and Lam [40] proposed
a model to predict traffic flow using multiple kernel learning and SVM methods. Comparison between
SVM and ANN was carried out by Vanajakshi and Rilett [41], and concluded that ANN can be
replaced by SVM if the training data available are less. Online-SVM regression was used by Neto
et al. [42] for predicting traffic flow in both typical or normal and atypical conditions. Zhang and
Liu [43] used least squares-SVM to predict travel time index and compared the results with other
methods like Kalman filter and Radial Basis Function (RBF) neural network.
Grey model is reported as a promising prediction tool in several other research areas like agriculture,

economy, hydrology and finance [44–52]. However, reported applications of GM in the field of traffic
engineering are limited and are reviewed here. Sun et al. [53] proposed a new self-adapting GM to pre-
dict traffic flow at non-detector sections. GM combined with three-point average technique to predict
vehicle fatality risk was reported to be highly efficient by Mao and Chirwa [54]. Xu et al. [55] carried
out high-road traffic safety evaluations based on neural network and Grey systems theory. GM was
used to predict traffic volume in [56, 57] and road traffic accident in [58]. He et al. [59] combined Grey
method and regression method to forecast regional logistics demand and used Genetic algorithm to
improve the accuracy of the model. Zhao et al. [60] improved GM forecasting by synthesizing GM
with Back Propagation (BP) neural network.
Studies reporting the use of ANN for heterogeneous and less-lane-disciplined traffic are limited.

Drakopoulos and Abdulkader [61] studied the neural network training for heterogeneous data and proposed
data pruning (removal of noisy data) and ordered training (partitioning of data) as effective methods to deal
with heterogeneous data. Padiath et al. [62] compared the performance of a historic technique, an ANN-
based technique and a model-based technique in predicting traffic density under Indian traffic conditions.
However, the study used limited amount of manually collected data. Use of GM under heterogeneous traf-
fic condition was not reported. In addition, under Indian conditions, automated sensors were not available,
and hence, prediction problems using approaches such as ANN and GM were not attempted exhaustively.
A summary of the above literature is shown in Table I. From Table I, it can be observed that majority

of the studies, especially the ones that used machine learning techniques such as ANN, are from homo-
geneous traffic conditions. In addition, it can be noted that none of those studies analysed the effect of
varying data size on the prediction process. Use of GM for such applications are very limited, and it can
be observed that all of them are reported from homogeneous traffic conditions. It can also be noted that
none of the studies reported a comparison of the performance of a data-driven and less-data-demanding
techniques for the traffic variable prediction problems. In addition, although it was indicated that SVM
performed better, compared with ANN, with relatively less data, the data used were in the order of
5 days to several months. However, GMs requirement is found to be 4–10 data points and is considered
in this study as a good representation of less-data-demanding technique. Thus, although various tools
have been reported for prediction of traffic variables, a systematic comparison of using less-
data-demanding and data-driven techniques is not clearly reported. The present study carries out such
a comparison of performance of a data-driven technique, ANN, and a less-data-demanding technique,
GM, using automated data collected from field. The performance of these two selected techniques under
heterogeneous traffic conditions for the prediction of volume, classified volume, average speed and
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classified speed at a particular location was studied. The present study also includes a detailed analysis to
find out the least number of data points required in ANN without compromising on the accuracy, and to
find the number of data points required for similar accuracy in both the methods. It also aims to find out
how the performance of GM would vary at different locations or under different road traffic conditions.
Thus, the present study, using the automated data available from sensors, would explore the possibility

of using both these techniques for traffic variable prediction for intelligent transportation systems applica-
tions under Indian conditions. Another objective of the study is to compare the performance of these data-
driven and less-data-demanding techniques to help user agencies make a suitable choice of prediction
tool, based on the constraints in their data. ANN was selected as a sample data-driven technique based
on its satisfactory performance reported in literature. Grey theory was selected as a technique with min-
imal data requirement because of its limited implementations in the field of transportation so far. Prelim-
inary results of applying these two approaches for such a prediction were reported in [63].
It can be noted that there are several other prediction techniques, such as k-NN, SVM, dynamical sys-

tems approach and time series techniques, that can be applied to the same problem. However, the scope
of the present study was limited to the comparison of performance of two sample techniques, namely,

Table I. Summary of literature in the area of traffic variable prediction.

Methods References Traffic conditions Data used

Regression Kwon et al. (2000),
Zhang and Rice (2003),
Rice and van Zwet (2004),
Lee et al. (2006),
Chang et al. (2010)

Homogeneous 20–34 days

Time series Guin (2006), Xia (2006),
Liu et al. (2014)

Homogeneous 2–6 months

Artificial neural
networks

Kisgyorgi and Rilett (2002),
Van Lint et al. (2005),
Lam and Xu (2000),
Shen (2008),Yu et al. (2008),
Liu et al. (2007),
Van Lint (2008),
Zhu and Wang (2009),
Lee (2009),Cetiner et al. (2010),
Mazloumi et al. (2011)

Homogeneous 10 days–12 months

Padiath et al. (2009) Heterogeneous 5 days (1 hour each day)

Artificial neural
networks combined
with other models

Liu et al. (2006),
Zou et al. (2008)

Homogeneous 3–6 months

Kalman filter Chein and Kuchipudi (2003),
Yi-shan and Yi (2013),
Wang and Papageorgiou (2005),
Okutani and Stephanedes (1984)

Homogeneous 7 days

Padiath et al. (2009),
Vanajakshi et al.(2009)

Heterogeneous 5–30 days

Fuzzy logic Soriguera and Robuste (2011),
Yin et al. (2002),
Zhang et al. (2014)

Homogeneous 1 day–1 month

Sharma et al. (2014) Heterogeneous

Support vector
machine

Yu et al. (2014),
Yu and Lam (2014),
Neto et al. (2009),
Zhang and Liu (2009),
Vanajakshi and Rilett (2007)

Homogeneous 5 days–6 months

Grey model Zhang (2010),
Zhao et al, (2007),
Guo et al. (2013)

Homogeneous 4–10 inputs

650 M. BADHRUDEEN ET AL.

Copyright © 2016 John Wiley & Sons, Ltd. J. Adv. Transp. 2016; 50:647–666
DOI: 10.1002/atr



ANN and GM as representatives of data-driven and less-data-demanding techniques, based on their
good performance in earlier studies. The contributions of this study can be detailed as follows.
This study is motivated to find tools or methods that could be used for prediction of traffic param-

eters, especially when the data available are limited. Thus, the present study is exploring the tools that
can be used during the initial stages of such an implementation, when there is not enough historic
information to build on. When the data available are limited, this study shows GM to be one of the
possible methods that can be used. With more and more data added, tools like ANN would be a better
option, as highlighted by the sensitivity analysis results of this study.
This is one of the first studies that compare the prediction performance of ANN and GM in the area

of transportation engineering, paying special attention to the amount of data required for prediction.
This study systematically analysed the variation in prediction accuracy with respect to the amount
of data in both the cases. In ANN, the training data were varied from 6 to 24 hours and for GM, from
20 to 200minutes. A comparison was carried out to show the data requirement of both these methods,
to obtain equal prediction accuracy. This analysis would thus help in making a choice of the prediction
method depending on data availability and accuracy preference.
As it can be seen from the literature review, there have not been many reported studies, which

developed field implementable real-time solutions using automated sensor data under mixed traffic
conditions based on advanced techniques such as GM and ANN. This is one of the first studies in this
direction under Indian traffic conditions. The reported studies on ANN and GM for traffic variable
prediction used the data collected in homogeneous and lane-disciplined traffic conditions. The
heterogeneity and lack of lane discipline under Indian traffic conditions would add more complexity
to the pattern, and hence there is no guarantee that the performance of ANN and GM would be the
same as the reported studies. Furthermore, in countries like India, lack of historic and automated sensor
data make conventional prediction tools unsuitable to use; the present study contributes here by help-
ing organizations to choose a suitable prediction tool based on data availability and performance re-
quirement. Thus, this is one of the first studies reporting the performance of ANN and GM for these
types of applications using automated data under such high-variability traffic conditions.

3. DATA COLLECTION

The data required for the present study were collected using a location-based sensor [64] that uses
infrared technology for the detection of vehicles. The infrared-based sensor has two units, Tx and
Rx, which are the transmitter and the receiver, respectively. These units were placed at the wheelbase
level across the road width. Transmitter transmits four Infra Red (IR) beams, two parallel beams and
two crisscross beams. Whenever a vehicle passes through the beam, the wheels of the vehicle (not
the body of the vehicle) cut through each of the beam. This causes a disturbance in the flow of the
beam, and a movement is identified by the sensor. ‘Break beam event’ occurs when the front wheel
cuts all four beams, and the times of these occurrences are noted. Similarly, ‘make beam event’ occurs
when the wheel leaves the beams and the beam becomes whole and time of their occurrences is also
recorded. Knowing the time taken by the front wheel to traverse the distance between the two parallel
beams, the speed can be calculated. Using these, the sensor calculates the axle length of that vehicle and
compares it with pre-defined vehicle classification to identify the type of vehicle that passed through. Thus,
if two vehicles travel in parallel and the wheels of the second vehicle get hidden from both parallel and
diagonal beams, the count or classification may go wrong. However, it is a rare situation.
The sensor was installed near Perungudi toll plaza, Rajiv Gandhi Salai, Chennai, India, facing the

southbound traffic. The units were placed permanently on either side of a three-lane one-directional road
of total width 10.4 meters. This road is a representative Indian road with heterogeneous and lane-less traf-
fic conditions, with different classes of vehicles like two wheelers, three wheelers, passenger cars, buses
and trucks travelling with no lane discipline. The data were being received from the sensor continuously.
The percentage composition of different classes of vehicles at the study location was also analysed. The
traffic was grouped into four classes, namely, two wheelers, three wheelers, light motor vehicles (LMVs)
and heavy motor vehicles (HMV), and the proportions were found to be 56%, 8%, 31% and 5%, respec-
tively. Small commercial vehicles, light commercial vehicles and passenger cars were grouped under
LMV category. HMV includes vehicles like trucks, buses and multi-axle vehicles.
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However, the selected site was outside the urban centre and was downstream of a toll plaza. Thus, the
location was not facing heavy congestion, and most of the time, the vehicles were moving without stop
and go situation. A previous study reported the performance of this sensor at this location and summa-
rized the findings on the accuracy of the sensor using different statistical measures [65]. In that study, it
was shown that the sensor performs with maximum mean absolute percentage error (MAPE) of 2.68%
for volume and speed. For the present study, five days’ data were used initially for the analysis (named
as Day 1 to 5). To test the performance of ANN over a longer period, another four days’ data with a one
month gap were also used (Day 6 to 9). Data given by the sensor include per vehicle details such as time
stamp, classification, speed, and axle length. Basic data quality checks were carried out to remove any
extreme outliers, like vehicles which were identified but not classified. The unclassified vehicles were
then removed. It was found that 0.4% of total vehicles were unclassified vehicles. Missing data were
then checked for. The missing data were imputed using spline interpolation technique. The percentage
of missing data was found to be 0.8%. Only day time data were used for analysis.
The parameters considered for prediction in this study are volume, classified volume, average speed

and classified speed. Five minutes was taken as the aggregation interval, and the number of vehicles
identified was aggregated over every five minutes for getting the volume data. Similarly, for getting
the speed data, speeds of individual vehicles were averaged over that time interval. Classified analysis
was carried out only for two wheelers and LMVs, as the number of other classes was lesser as stated
earlier. However, the analysis can be extended to all classes, if required.

4. PREDICTION TECHNIQUES

4.1. Artificial neural networks

Artificial neural network is a machine learning tool inspired by biological nervous systems and is com-
posed of units operating in parallel. Neural network can be trained to perform a particular function by
adjusting the weights of the connections between units. Each of these processing units is known as
neurons. Neural networks are trained to adjust the weights of these neurons so that a particular input
leads to a specific target. The basic architecture of neural networks is shown in Figure 1. In each neu-
ron, scalar input p is transmitted through a connection that multiplies it by the scalar weight w and then

Figure 1. (a) Single neuron with single input; (b) single neuron with vector input; (c) layer of neurons with vector
input (Source: [68]).
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added by a bias value b, to compute wp+b. This sum is the input for the transfer function f that gives
an output f (wp+b). The variables w and b can then be adjusted to obtain the desired output. The trans-
fer function f can be hardlim, sigmoid or purelin based on the requirement. The output of this neuron
will be the input of some other neurons based on connectivity and the process repeats. Thus, the
variables w and b are continuously adjusted to obtain the desired output.
There are generally four steps in the ANN training; they are explained as follows in terms of the

present study:

• Assembling the training data: Two sets of data are required for training—inputs and targets. Each
input and the corresponding targets are used for identifying the weights and bias to produce the best
result. In general, more training data lead to better performance. However, if the network is over
trained, its generalizing capabilities will be reduced. Hence, a sensitivity analysis was carried out
in the present study to identify the optimum size of training data and is explained in Section 5.2.

• Network architecture and initialization of weights: Feed forward network is one of the most com-
monly adopted architectures and hence was used for the present study. Feed forward networks often
have one or more hidden layers of sigmoid neurons followed by an output layer of linear neurons.
The number of hidden layers and neurons can be defined while creating the network. Multiple layers
of neurons with nonlinear transfer functions allow the network to learn nonlinear and linear relation-
ships between input and output vectors. Weights are randomly initialized; as the training progresses,
weights will be adjusted for best performance.

• Training the network: Training was carried out using back-propagation algorithm. This automati-
cally recalculates and brings the error to the minimum in every iteration. The minimization is carried
out by updating the network weights and biases in the direction in which the performance function
decreases most rapidly.

• Testing: In this step, new data are given to the trained network for getting the corresponding output
and to check the accuracy of prediction. Six days’ data were used for this purpose in the present study.

Implementation of the previous steps was carried out using MATLAB.

4.2. Grey theory

The Grey system theory, established by Julong Deng in the early 80s [2], is a methodology that focuses
on study of problems involving poor information and small samples. The basic assumptions of this
approach are that the data used are positive and the time intervals are fixed [1]. In this theory, GM
(n,h) represents the GM, where n is the order of the difference equation and h denotes the number
of variables. Although various types of GMs are there, GM(1,1) model is widely used because of its
computational efficiency [66].
GM(1,1), known as ‘Grey model first order one variable’, is the simplest model with first order

differential equation and one variable. To use the GM(1,1) model, the minimum number of inputs
required is four [1]. To reduce the randomness, a new set of data would be generated from the raw data,
by applying an operator named accumulating generation operator (AGO). The differential equation is
then solved to obtain the predicted value of the system. The inverse accumulating generation operator
(IAGO) is applied finally to find the predicted values of the original data. These steps are explained in
the succeeding text.

Consider a raw data series of equal time interval, X (0)

X(0)= {X(0)(1), X(0)(2), X(0)(3), …, X(0)(n)} n ≥ 4

Applying the AGO to this raw series, the new set of inputs X(1) is obtained as

X(1) =AGO of X(0) = {X(1)(1), X(1)(2), X(1)(3), …, X(1)(n)},

Here, AGO can be expressed as
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X 1ð Þ kð Þ ¼
Xk
i¼1

X 0ð Þ ið Þ; k ¼ 1; 2;…; n (1)

Then the Grey difference equation of GM(1,1) is

X 0ð Þ kð Þ þ az 1ð Þ kð Þ ¼ b k ¼ 1; 2;…; n (2)

where,
X (0) (k) is called the Grey derivative, a the development coefficient, b the Grey input. Here, z (1)(k) is

the mean of X(1)(k) and X(1)(k-1). The coefficients a and b can be obtained using the least square
method as

a; bð ÞT ¼ BTB
� ��1

BTYn (3)

B ¼

�z 1ð Þ 2ð Þ
�z 1ð Þ 3ð Þ

⋮
�z 1ð Þ nð Þ

1

1

⋮
1

2
666664

3
777775 (4)

Yn ¼ X 0ð Þ 2ð Þ;X 0ð Þ 3ð Þ;…;X 0ð Þ nð Þ
h iT

(5)

where, B matrix is called data matrix and Yn is called constant term vector.
The whitening differential equation of GM(1,1) is

dX 1ð Þ kð Þ
dk

þ aX 1ð Þ ¼ b (6)

Equation (6) is solved to find X(1)(k) as

bX 1ð Þ k þ 1ð Þ ¼ X 0ð Þ 1ð Þ � b

a

� �
e�ak þ b

a
(7)

The IAGO is then carried out on (7) to obtain the restored series value bX 0ð Þ kð Þ as

bX 0ð Þ k þ 1ð Þ ¼ bX 1ð Þ k þ 1ð Þ � bX 1ð Þ kð Þ (8)

where bX 0ð Þ 1ð Þ ¼ X 0ð Þ 1ð Þ.
Substituting (7) in (8),

bX 0ð Þ k þ 1ð Þ ¼ X 0ð Þ 1ð Þ � b

a

� �
e�a kð Þ 1� eað Þ (9)

Where k=1, 2,…, n.bX 1ð Þ denotes the predicted values using the smoothened data using AGO function, and bX 0ð Þ denotes
the predicted value for the actual raw data. This GM was implemented in the present study using
MATLAB programming. Overall, the steps involved are given in the following text:

Step 1: Put the raw data as a sequence.
Step 2: Make the new sequence using AGO (Accumulating Generating Operation).
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Step 3: Find the mean values of the adjacent values in the sequence.
Step 4: Establish the Grey Model equation.
Step 5: Obtain the data matrix B.
Step 6: Solve for the coefficients a and b.
Step 7: Predict the value for the interval (k+1).

To quantify the error in prediction, the statistical measure MAPE is used. MAPE is calculated as

MAPE ¼ 1
n

Xn
i¼1

Actual � Predictedj j
Actual

�100 % (10)

where n is the number of time intervals used.
The steps mentioned earlier are illustrated using the first four volume data from one sample day as

follows.

Step 1: Sequencing the raw volume data

X(0)(k) = {47 73 84 85}

Step 2: Applying Accumulating Generating Operation (AGO) to the volume data (cumulative values)

X(1)(k) = {47 120 204 289}

Step 3: Finding mean values of two adjacent volume data in X(1)

Z(1)(k + 1) = {83.5 162 246.5}

Step 4: Establishing Grey model equation

X 0ð Þ kð Þ þ az 1ð Þ kð Þ ¼ b

73þ a 83:5ð Þ ¼ b

84þ a 162ð Þ ¼ b

85þ a 246:5ð Þ ¼ b

Step 5: Obtaining the data matrix, B

73

84

85

2
64

3
75 ¼

�83:5

�162

�246:5

1

1

1

2
664

3
775 a

b

� �

B ¼
�83:5

�162

�246:5

1

1

1

2
664

3
775 Yn ¼

73

84

85

2
64

3
75

Step 6: Solving for the coefficients a and b

a

b

� �
¼ BTB

� ��1
BTYn

a

b

� �
¼ �0:0728

68:7219

� �

Step 7: Predicting the volume for desired interval, 5th interval
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bX 0ð Þ k þ 1ð Þ ¼ X 0ð Þ 1ð Þ � b

a

� �
e�a kð Þ 1� eað Þ

bX 0ð Þ 5ð Þ ¼ 47� 68:7219
�0:0728ð Þ

� �
e�a 4ð Þ 1� e �0:0728ð Þ

� �

bX 0ð Þ 5ð Þ ¼ 93½ �

Step 8: Calculating absolute percentage error

APE ¼ Actual � Predictedj j
Actual

�100 %

APE ¼ 96� 93j j
96

�100 ¼ 1:60 %

As explained earlier, GM is designed to handle ‘small sample and incomplete information’ [67].
GM takes the original data and makes a new sequence of data using accumulating generating oper-
ation, a proxy for the original data. This generated data will be a monotonically increasing sequence,
the rate of increase of which is referred to as the growth rate of the sequence. The GM makes the
prediction based on this growth rate. Thus, if the number of data points is less, the change in the
growth rate will be minimal, leading to the best performance. However, how much sample is actually
‘small sample’ is not well defined. Hence, to find the optimum point, a sensitivity analysis was car-
ried out as explained in the next section. Figure 2 shows the framework of implementation of the
methodologies adopted in this study. Broadly, this study has two parts, one is ANN-based prediction

Figure 2. Implementation flow chart. ANN, artificial neural networks; GM, Grey model.
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and the other is GM-based prediction. In ANN-based prediction, a database is established to train the
neural network with the desired number of inputs and time interval. Once the network is trained and
ready, real-time data from the automated sensor are given as inputs, and the prediction is obtained. In
the GM part, because it does not require a data base, the desired number of previous time interval
data from the sensor is given directly to the model as inputs and prediction is carried out. Finally,
the predicted values from the two models are evaluated using the actual value and errors are
compared.

5. SENSITIVITY ANALYSIS OF GREY MODEL AND ARTIFICIAL NEURAL NETWORK

5.1. Grey model

As explained earlier, the minimum input required for prediction using GM is four. However, the
optimum input size depends on the data used, and hence, a sensitivity analysis was carried out.
The input was increased from 4 (20minutes) to 40, at steps of 5minutes. The MAPE obtained for
each of this input size is shown in Figure 3. GM is designed to handle small sample and incom-
plete information. After an optimum number of inputs, the MAPE shows that more information
causes the model to perform poorly. In this case, it can be seen that the minimum error of
13.67% corresponds to the input size of 19 (95minutes). Hence, in this study, 19 inputs were
used for prediction. Thus, while using GM (GM(1,1)), first 19 time steps are used for predicting
the value at the 20th time step. Similarly, for the 21st time step, immediate previous 19 values
are taken as inputs. It has to be noted here that unlike ANN, there is no training in this, and
hence, a database is not required. With just 19 previous data points, the next interval value
can be predicted.

Figure 3. Change in mean absolute percentage error (MAPE) with increasing inputs in Grey model.

Table II. Mean absolute percentage error variation of Grey model with different intervals.

10minutes interval 15minutes interval.

No. of inputs
Inputs

(minutes)
Mean absolute

percentage error (%)
No. of
inputs

Inputs
(minutes)

Mean absolute
percentage error (%)

6 60 14.4227 4 60 16.1267
8 80 13.3772 5 75 14.6634
10 100 13.0189 6 90 13.151
12 120 13.2612 7 105 12.4879
14 140 14.1873 8 120 12.9303
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Further analysis was carried out to check the effect of input interval size on the optimum
value identified earlier. For this, the input time interval was increased to 10 and 15minutes,
and the analysis was repeated. Table II shows the results obtained, and it can be seen that the
optimum value remained the same for around 100minutes in both these cases (highlighted using
bold face). Thus, it can be concluded that the optimum input size is independent of the time
interval adopted. Hence, the present study used 5-minute interval data, and the input size was
selected as 19.

5.2. Artificial neural network

The sensitivity analysis for GM, explained in the earlier section, showed 19 previous time intervals
(previous 95minutes data) as the optimum input set. Similarly, sensitivity analysis for ANN was also
carried out, where the number of inputs was varied and the MAPE was observed. Table III shows the
MAPE for varying input sizes, from 4 to 24. It can be seen from the table that for varying input sizes,
the difference in MAPE is very minimal, which is around 13%. Hence, it was decided to use 19 inputs
to make the comparison with GM easy.
Thus, ANN develops a relation between the data point at a particular time step with previous 19 time

steps. For example, the first set of input for ANN is the first 19 data points and the corresponding
output is the 20th data point. The second set of input is 19 data points from 2nd to 20th, and the
corresponding output considered is the 21st data point.
However, ANN needs a training data set, the size of which is not well defined. Hence, analysis was

carried out to identify the optimum training set required for ANN with 19 inputs. The training data
were varied from 6 to 48 hours, and the results obtained are shown in Figure 4.
From the figure, it can be seen that with increasing training data, there is a reduction in MAPE.

However, it can be observed that the optimum size is around 36 hours of data. Hence, the present study
used 36 hours of data as the training data set in further analysis.

Table III. Mean absolute percentage error for varying inputs in artificial neural
networks.

Number of Inputs Mean absolute percentage error (%)

4 13.29
8 13.26
12 13.18
16 13.6
20 13.52
24 13.46

Figure 4. Variations of mean absolute percentage error (MAPE) for different amount of training hours in artificial
neural networks.
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6. RESULTS

Using the identified inputs and training set from sensitivity analysis, the prediction was carried out, and
results obtained are presented and discussed in this section.

6.1. Prediction of volume

The actual total volume varies from 50 to 450 vehicles per 5minutes. Figure 5 shows a sample com-
parison of actual and predicted volume using both the techniques, GM and ANN (using 4 and 19 in-
puts), for one sample day, from 7:30 to 17:30 hours. From Figure 5, it can be seen that both the
techniques are able to capture the variation in volume correctly. The corresponding MAPEs were
9.53% and 8.24% and 7.68% for ANN using 19 and 4 inputs, and GM, respectively. It can be seen that,
overall, the predicted values obtained using both the methods closely match the actual values with
GM’s performance slightly better than ANN’s.
Classified volumes for two wheelers and LMVs were also predicted. The volume per 5minutes of two

wheelers varied from 0 to 300 vehicles and that of LMV varied from 0 to 125 vehicles. Figure 6 shows an
overall comparison of error results of the prediction of total and classified volume. It can be seen that the
MAPE values of classified volume prediction also show GM to be slightly better than ANN.
Predictions were carried out for the remaining days also, and the results obtained for all 6 days are

shown in Table IV. It can be seen that overall prediction performance of ANN and GM is comparable,
with GM showing slightly better performance than ANN. However, it has to be noticed that ANN,
even when tested with 1month later data (day 6 to 9) was performing consistently. GM on the other
hand does not need any training and hence uses only that day’s data.

Figure 5. Comparison of actual and predicted volume. ANN, artificial neural networks.

Figure 6. Comparison of mean absolute percentage error (MAPE) in prediction of volume. ANN, artificial neural
networks.
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6.2. Prediction of speed

The average speed in the study location varied from 25 to 50 kmph in the 5 days that were selected.
Figure 7 shows the comparison of actual and predicted average speed for Day 5, from 7:30 to
17:30 hours. Similar to volume prediction, both the techniques were able to predict speed values closer
to actual values.
Classified analysis was also carried out, and Figure 8 compares the quantified error in prediction of

speed for all the cases. Similar predictions were carried out for the remaining days, and the results ob-
tained are shown in Table V. From the results, it can be seen that both the methods had prediction error
within 8%, showing good performance. Comparing the two, both the methods showed comparable

Figure 7. Comparison of actual and predicted average speed. ANN, artificial neural networks.

Table IV. MAPE obtained for volume prediction.

Days Volume Two-wheeler
volume

Light motor
vehicles volume

ANN MAPE
(%)

GM MAPE
(%)

ANN MAPE
(%)

GM MAPE
(%)

ANN MAPE
(%)

GM MAPE
(%)

Day 4 7.64 6.75 9.53 8.97 13.52 12.57
Day 5 9.53 7.68 10.07 8.31 16.6 13.21
Day 6 9.16 7.68 9.88 9.44 12.53 12.67
Day 7 8.79 7.31 8.92 9.41 15.67 12.94
Day 8 9.53 7.69 11.3 9.9 14.67 11.88
Day 9 9.68 8.47 9.57 9.85 14.28 13.93

ANN, artificial neural networks; MAPE, mean absolute percentage error; GM, Grey model.

Figure 8. Comparison of mean absolute percentage error (MAPE) in prediction of average speed. ANN, artificial
neural networks; LMV, light motor vehicles.
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performance in terms of MAPE. Thus, GM can be considered as a promising prediction tool, in the
absence of a historic database, which is essential for ANN.

7. ARTIFICIAL NEURAL NETWORK AND GREY MODEL PREDICTION COMPARISON

As the main objective of the present study is to compare the performance of two different prediction
tools, one which is data-driven and the other less-data-demanding, a comparison of the results of the
sensitivity analysis was carried out to find the optimum data requirement for both. As discussed in
the earlier section, GM was run with inputs varying from 4 to 40, and ANN was run for a training data
of 6 to 48 hours. The MAPE obtained for each of this input size is tabulated and is shown in Table VI.
It can be seen that for GM, the minimum error of 13.67% was obtained for an input size of 19
(95minutes). Results obtained for ANN showed a comparable performance with a MAPE of
12.72% with a training data of 12 hours. Thus, it can be concluded that the amount of data required
for both ANN and GM to perform equally is 95 to 100minutes for GM and 12 hours for ANN
(highlighted in Table VI using boldface). This result from ANN and GM clearly indicates that GM re-
quires lesser data than ANN for comparable performance and hence can be considered under scenarios
where availability of data is limited.

8. TRANSFERABILITY OF ARTIFICIAL NEURAL NETWORK AND GREY MODEL

To check the transferability of the two tools, two more days’ data from two different locations in
Chennai, India, namely, Gurunanak College and Tidel Park were considered. The volume data were
compiled into every 5-minute interval. At Gurunanak College, the traffic flow is two-way, with no me-
dian and the volume count was taken in both directions. At Tidel Park, the traffic flow is one-way. As
the data collected from these sites were limited, the already trained network using data from other sites
was used for prediction of volume using ANN. Because of the same reason, GM was also run with the
minimum required four inputs. Table VII tabulates the statistical parameters of all the sites, as well as
the comparison of prediction performance at these locations. It can be observed that at Tidel Park
location, the prediction errors are higher compared with other sites; this could be a result of the high
coefficient of variation observed at that location. It can be observed that ANN is still able to perform
better with a MAPE of 13.14%, even though the ANN network was trained using data from another

Table VI. MAPE for varying input size for both ANN and GM.

GM—no. of inputs (minutes) GM MAPE ANN—no. of inputs (hours) ANN MAPE

50 14.93 6 15.15
100 13.7 12 12.72
150 15.35 24 9.47
200 18.06 36 8.45

48 8.64

ANN, artificial neural networks; MAPE, mean absolute percentage error; GM, Grey model.

Table V. MAPE obtained for speed prediction.

Days

Speed Two-wheeler speed Light motor vehicles speed

ANN MAPE
(%)

GM MAPE
(%)

ANN MAPE
(%)

GM MAPE
(%)

ANN MAPE
(%)

GM MAPE
(%)

Day 4 4.17 3.29 5.5 5.02 7.49 6.57
Day 5 3.77 3.2 5.07 4.72 6.17 5.65
Day 6 4.29 3.69 5.26 5.18 5.74 5.86
Day 7 4.15 3.53 5.46 5.28 6.64 6.23
Day 8 4.63 3.56 5.25 5.02 6.03 6.18
Day 9 4.32 3.21 5.42 5.17 5.64 5.36

ANN, artificial neural networks; MAPE, mean absolute percentage error; GM, Grey model.
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location. This may be due to the fact that all these roads are urban arterials of the same city and hence
having comparable characteristics. The volumes were compared and were found to be in comparable
ranges during corresponding periods.
The prediction performance of GMwas tested for a highway traffic also. For this, data were collected

in a highway near Achrapakkam, Chennai (National Highway 45). Because of data collection difficulty,
data were collected only for a 3-hour period (from 7:45 to 11:00 hours). The traffic flow prediction was
carried out using five inputs because of the limited data, and the results obtained are shown in Figure 9.
Figure 9 shows the actual and predicted flows and the corresponding MAPE obtained was 16.9%,

which is consistent with MAPE obtained from the urban locations analysed earlier. Thus, in the
preliminary analysis, the performance seems to be comparable for the arterial and highway data.
However, further analysis can be carried out with more data for arriving at the final conclusion.
Because of data constraint, the highway data were not tested using ANN.

9. SUMMARY AND CONCLUSION

The aim of the present study was to compare the performance of data-driven and less-data-demanding
tools for the traffic parameter prediction problem. ANN and GM were selected as sample tools. Short-
term prediction of parameters such as volume and speed was carried out using ANN and GM, and the
performances were compared. Classified parameters were also considered for prediction with two ma-
jor classes—two wheelers and LMVs.
Sensitivity analyses were carried out first to identify the optimum inputs to be used for these

methods. The results obtained from the sensitivity analyses showed that the optimum number of inputs
for GM is 19 (95minutes). For ANN, the optimum size of training data was found to be 36 hours.
Using these inputs, predictions were carried out. The prediction results showed comparable

Figure 9. Comparison of predicted and actual volume for a highway location. GM, Grey model.

Table VII. Descriptive statistics of volume data from different location.

Site details

Hourly
volume

(vehicles/hour)

Mean
(vehicles/
minute)

Standard
deviation

(vehicles/minute)

Coefficient
of variation

(%)

GM
MAPE
(%)

ANN
MAPE
(%)

Tidel Park (Morning peak—
8:00 to 8:45 hours)

2250 38 11 29.68 22.88 13.14

Perungudi (Morning peak—
8:00 to 8:45 hours)

3550 60 13 22.43 10.43 9.41

Gurunanak College (Evening
peak—17:30 to 18:15 hours)

2830 48 8 16.97 11.9 10.54

Perungudi (Evening peak—
17:30 to 18:15 hours)

4070 68 11 16.06 9.2 4.7

ANN, artificial neural networks; MAPE, mean absolute percentage error; GM, Grey model.
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performance from both the methods, with slight advantage to GM. Both the methods were able to fol-
low the variations in the original data fairly well. The MAPE for volume prediction was found to be
7% to 17% for ANN and 6% to 14% for GM. For speed prediction, it varied from 3% to 8% for
ANN and 3% to 7% for GM. The lesser MAPE for speed prediction is assumed to be a result of lesser
variation in the data. Thus, the overall performance of both the methods is comparable, showing GM
also to be a promising tool for traffic prediction problems along with ANN.
Comparison of input requirement of both the methods showed that, to obtain an identical perfor-

mance by ANN and GM, ANN required 12 hours of data to train the network whereas GM required
only around 95 to 100minutes of data. Thus, considering the lesser input requirement of GM, it can
be considered over ANN in situations where historic database is limited. Other prediction techniques
such as support vector machines or dynamical systems approach can be applied to the same problem
and performance can be compared and this will be considered as a possible future task.

10. LIST OF SYMBOLS AND ABBREVIATIONS

10.1. Symbols

p Scalar input
w Scalar weight
b (Figure 1) Bias value
f() Transfer function
n (Figure 1) Net input
n Order of the difference equation
h Number of variables used in Grey Model
X(0) (k) Raw data series
X(1) (k) Accumulating generation operation data series
a Development coefficient
b Grey input
z(k) Mean of two adjacent values in the data series
B Data matrix
Yn Constant term vector
[]T Transpose of a matrixbX 1ð Þ Predicted data for X(1) seriesbX 0ð Þ Predicted data for X(0) series

10.2. Abbreviations

ANN Artificial Neural Network
GM Grey Model
k-NN K Nearest Neighbour
SVM Support Vector Machine
RBF Radial Basis Function
BP Back Propagation
Tx Transmitter end of the sensor
Rx Receiver end of the sensor
IR Infra Red
LMV Light Motor Vehicles
HMV Heavy Motor Vehicles
MAPE Mean Absolute Percentage Error
AGO Accumulating Generation Operator
IAGO Inverse Accumulating Generation Operator
kmph Kilometer per hour
no. Number
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