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Mobility is the freedom and ability to travel as fast as possible 

from a particular origin to a desired destination. Over the last 

two decades, rapid urbanization and economic development 

has led to a noticeable increase in motorized vehicles. India, 

like many other countries, is suffering from this unwelcome 

change leading to slow moving traffic, hour-long queues and 

longer commutation times. This has adversely affected the 

mobility of commuters in the country. As more and more 

vehicles get added to the existing road network, traffic con-

gestion has become a decisive factor for indexing the quality 

of life in a given city. In this regard, there is a need for better 

traffic operation of public transport, making it a prime choice 

for daily commuters. Public transport is important for ensur-

ing sustainable development in the country (1). To attract 

more people toward public transport, it should provide qual-

ity service to passengers. Providing real-time bus arrival 

information to passengers can make bus transport user-

friendly and enhance its competitiveness with other modes of 

transport (2, 3). With a schedule of predicted arrival times at 

each bus stop available via display boards or as mobile or web 

application, people can make timely plans for future trips. 

This needs a way to accurately predict the travel time of 

buses. This study is focused on this prediction application, 

which could attract more passengers to use public transport, 

which in turn can lead to less traffic congestion.

The revolution of technology has brought immense change in 

the quality and frequency of useful data. In the transportation 

engineering domain, this has resulted in several advancements, 

mainly under the umbrella of Intelligent Transport System (ITS). 

One example is city transport buses being deployed with Global 

Positioning System (GPS) devices, which generate real-time 

vehicle location data every 1–10 seconds. This massive amount 

of vehicle trajectory data can be used for real-time travel time 

prediction and fleet management. Regardless of the amount of 

data collected, the prediction accuracy depends significantly on 

the quality and significance of the input. Time-tagged location 

data, usually represented in the form of trajectories, bring a great 

potential for real-time prediction of the vehicle travel times. The 

travel condition of a bus may easily be affected by various inter-

nal and external factors, including accidents, weather, road con-

struction, government policies and weather. Also, for GPS fitted 

vehicles, errors often exist in positional data acquisition because 

of interference by urban canopies and other reasons.
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Abstract

Road traffic congestion has become a global worry in recent years. In many countries congestion is a major factor, causing 

noticeable loss to both economy and time. The rapid increase in vehicle ownership accompanied by slow growth of 

infrastructure has resulted in space constraints in almost all major cities in India. To mitigate this issue, authorities have 

shifted to more sustainable management solutions like Intelligent Transport System (ITS). Advanced Public Transportation 

System (APTS) is an important area in ITS which could considerably offset the growing ownership of private vehicles as public 

transport holds a noticeable mode share in several major cities in India. Getting access to real-time information about public 

transport would certainly attract more users. In this regard, this work aims at developing a reliable structure for predicting 

arrival/travel time of various public transport systems under heterogeneous traffic conditions existing in India. The data 

used for the study is collected from three cities—Surat, Mysore, and Chennai. The data is analyzed across space and time 

to extract patterns which are further utilized in prediction models. The models examined in this paper are k-NN classifier, 

Kalman Filter and Auto-Regressive Integrated Moving Average (ARIMA) techniques. The performance of each model is 

evaluated and compared to understand which methods are suitable for different cities with varying characteristics.
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In this study, the challenges mentioned above are consid-

ered, and three prediction models are proposed incorporating 

the vehicle-based GPS data collected from buses from three 

different cities in India—Surat, Mysore, and Chennai. The 

data collected for the study includes data from bus-only lane 

network of Bus Rapid Transit System (BRTS) operated by 

SITILINK Ltd., mixed traffic bus lane from Mysore operated 

by Karnataka State Road Transport Corporation (KSRTC), 

and from Metropolitan Transport Corporation (MTC) in 

Chennai.

In general, approaches on travel time estimation and pre-

diction using vehicle-based data can be broadly classified 

into two main classes—data-driven methods and model-

based methods. Some of the most important studies which 

were carried out over the past few decades in these areas are 

reviewed here.

The various reported techniques for bus travel time pre-

diction include prediction using average speed techniques 

(4), step-wise linear regression techniques (5), time-varying 

coefficient (TVC) linear regression model techniques (6), 

time series analysis techniques (7–8) and filtering techniques 

(3, 9). With the help of faster computers and approachable 

coding languages, researchers have widely explored machine 

learning techniques in real-time arrival/travel time predic-

tion. Among several artificial intelligence techniques, the 

most significant methods include Artificial Neural Network 

(ANN) (10), Support Vector Regression (SVR) (11), and 

k-Nearest Neighbor (k-NN) classifier (12). In most of these 

machine learning techniques, the model learns the travel pat-

terns existing in the field by extracting critical parameters 

such as travel time, segment speed, traffic volume, and so 

forth from historical data.

Even though these machine learning techniques were cul-

tured enough to understand the traffic behavior, it requires a 

significant amount of training time to prune the models. 

Thus, the application of these models to real-time prediction 

scenarios would be difficult. Recently, researchers have 

explored the concept of similarities in historical trajectories 

and present trajectory of a bus, for predicting travel time on 

a real-time basis (13). The studies showed that historical 

trajectory-based travel time prediction is highly accurate 

when a large amount of historical data is available. The his-

torical data inherits the stochastic features of traffic for each 

hour of the day, thus enabling the model to accommodate for 

most possible changes in the traffic conditions.

Due to the inconsistent nature of traffic, the travel time 

will not be the same over different time periods, for the same 

network. Several studies have been carried out to describe 

this travel time variability with the help of several distribu-

tion functions (14–17).

From the literature review, most of the studies are concen-

trated locally on the application of each method on a particu-

lar system of public transport. The results observed are 

constrained to a particular set of data. Thus, the comparison 

of each method would not reflect its true potential. This study 

compares the performance of three prediction techniques 

using the same data from three different site conditions. Such 

a uniform comparison of various methods across various cit-

ies has not previously been reported for bus travel time pre-

diction, especially under Indian traffic conditions.

Study Area and Data

The data used in this study were collected using GPS devices 

fitted inside buses from the three cities. Each bus is equipped 

with a GPS device that records the location status of the bus 

along with its movement. These data are transferred to a cen-

tral server every 10 seconds. Three different routes were con-

sidered for this study:

1. Bus only corridor of 9 Km in Surat including 16 stops 

between Udhna Dharwaja and Sachin GIDC

2. Mixed lane traffic of 7 Km in Mysore with 12 stops 

between City Bus Stand and J P Nagar

3. A 27 Km long route with mixed traffic and 15 stops 

between the source, Saidapet Bus Stand, and destina-

tion, Kelambakam Bus Stand

The routes mentioned above are shown in Figure 1. These 

three routes characterize most possible combinations of het-

erogeneous traffic and land use that would comprise a public 

transport corridor. Each city being different in its own 

demography and culture, the data collected from these would 

help to test the robustness of the models used for prediction. 

The variation in the results from each model in these routes 

would highlight the advantage of each model against the 

other. This could act as guidelines to authorities in selecting 

suitable prediction models when applying them in the field.

With the help of the positioning technology, the GPS 

device records the current status of the bus in terms of longi-

tude, latitude and time stamp. Each bus has its own identifi-

cation number. The routes traversed by the bus are recorded 

with a unique Trip ID. It also contains information regarding 

multiple trips made by that bus in that day. Each trip was 

named in the format “<date>.<direction><trip start 

time>”, where date corresponds to the date of data, start time 

is the time at which the trip is initiated, and direction implies 

whether the trip is onward or return. For identifying the start 

and end of the trip, longitude and latitude of origin and des-

tination stops are used. When the bus reaches the destination 

point, velocity recorded by the device will turn to zero for a 

specific period, that is, for the duration in which the bus is 

stationary at the depot. This helps in terminating the trip 

while the same is cross-checked with the latitude and 

longitude.

Once the trip-wise data is identified, the distance between 

each GPS data pair is calculated using Haversine formula 

(18). The difference between consecutive time stamps gives 

the time difference (∆t) between each location data sent from 

the GPS device. Since segment-wise travel time is more 
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practically useful to passengers than at a route level, the dis-

tances calculated between GPS time stamps are further con-

verted to segment-wise travel time data. For a particular 

route, these segmental travel times were stored in a grid lay-

out where each column represented a trip and each row rep-

resented a segment. Thus, a column consisted of the travel 

times on a particular trip for all the segments and a row con-

sisted of the travel times on all the trips of the route for a 

particular segment. For this study, the routes were discretized 

into smaller segments of length 300 meters each. These seg-

ment-wise travel time data form the inputs to all the predic-

tion methods which are detailed in the next section.

Travel Time Pattern Analysis

Traffic in any roadway is expected to follow certain temporal 

and spatial patterns. Temporal patterns can include hourly 

pattern (peak and off-peak), daily pattern (weekday vs. week-

end), weekly pattern (same days of the week having similar 

pattern) and so forth, whereas spatial patterns may be specific 

to certain sections or adjacent sections. The temporal varia-

tion in travel may be because of the change in land use during 

different time periods. Also, for different cities, the working 

hours might be different based on the population and indus-

trial background of the city. To understand these influences in 

bus travel time, the data collected from three cities are studied 

to find the travel time variation over time. Identification of 

these patterns in the data will help in identifying the best 

inputs to be used for the prediction application.

To start with the temporal analysis, it is important to iden-

tify peak and off-peak hours of a day. For this, the travel time 

was plotted against each service hour of the day for each 

study area using box plots. Figure 2 illustrates the travel time 

variation over different hours of the day for Surat, Mysore 

and Chennai city. The peak hours from these plots were 

recorded as 9:00–11:00 a.m. and 6:00–8:00 p.m. as peak 

hours for Surat BRTS, 7:00–9:00 a.m. and 5:00–8:00 p.m. 

for Mysore City and 8:00–11:00 a.m. and 5:00–8:00 p.m. for 

Chennai City. The box plots depict the variation in the hourly 

travel for each route. The data from Chennai city was 

observed to have high variability compared with Surat BRTS 

and Mysore city data. The variation over the day for each 

city’s datasets shows the challenges in predicting the travel 

behavior as it varies for different hours and for different cit-

ies. To understand the travel time variability, the present 

study explores statistical distributions.

Travel time patterns are often represented as trajectories, 

which give better understanding of travel time variation over 

space and time. Therefore, in this study, trajectory of each 

trip completed by the bus is plotted in a space–time field to 

understand the travel patterns. This helps to identify similar 

patterns for each case, using which temporal relations can be 

tested. For comparing the bus trajectories for temporal pat-

terns, the hourly patterns (peak and off-peak hours) were 

plotted. These trajectory plots for peak and off-peak are 

shown in Figure 3 in the order Surat, Mysore and Chennai. 

The X-axis of the plots corresponds to each segment of the 

route, while Y-axis contains travel time in seconds. The plots 

show clear difference between peak and off-peak hour trips, 

with the peak hour trips occupying upper half of the spec-

trum. From Figure 3, it can be observed that the trips that 

happened in the peak hours are almost together at upper part 

Figure 1. Study routes: (a) Surat (left), (b) Chennai (middle), and (c) Mysore (right).
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of the figure (i.e., the trips are taking more time to cover the 

route) and the trips that happened in the off-peak hours are at 

lower part of the figure (i.e., these trips are taking relatively 

less time than peak hour trips to cover the route), showing a 

clear difference in variation in travel time. To confirm this, 

an alternative statistical analysis was also carried out by fit-

ting the distributions to travel time data. As per the literature, 

travel time can be explained using three statistical distribu-

tions—Burr, Log normal and Generalized Extreme Value 

(GEV) (14–17). In this regard, distribution fitting has been 

carried out at three levels—peak, off-peak hour, and day of 

the week. GEV distribution is from a family of normal distri-

bution and it consists of three parameters, namely shape 

parameter (k), location parameter (s) and size parameter (µ). 

The parameters of GEV, particularly shape parameter, may 

be employed in identifying the variability of the travel time. 

Easy Fit Professional software (19) was used for distribution 

fitting in this study. The software runs the data through 60 

probability distributions and provides the list of curves along 

with the best fitting curve using the Kolmogorov-Smirnov 

(KS) Test. Figure 4a–c shows the GEV plots for the peak and 

off-peak hour data for each city in the study.

Along with the hourly analysis, an additional analysis was 

carried out to identify the daily patterns in travel time data. 

The plots in Figure 4d–f show the daily pattern in travel time 

data. As Surat data contain BRTS data which is bus-only 

lane-based travel data, the variation is low, with the GEV 

closely spaced between each other. In Mysore, the travel 

time data is mixed traffic with lower vehicular population in 

the city, which reflects in the GEV PDF with noticeable dif-

ference in the peak of each curve. Moreover, the base of 

GEV which shows the variance in data for each curve is not 

extensively flat which shows that the data does not vary 

much within these hours. In the case of Chennai, the mixed 

traffic data and larger vehicular population in the city results 

in noticeable deviation between the peaks of each GEV PDF 

in addition to larger base.

From the preliminary analysis, the variation in travel time 

for each period is identified. The travel pattern varies for 

peak and off-peak hours and through the week it varies for 

each day. The plots help in identifying the dissimilarity in 

trajectories for each level of analysis, which is required in 

optimizing the historical data that is entered as input to each 

prediction model for easier and faster computation.

Prediction Models

k-NN Classifier

In this study, the historical trajectories are first classified 

based on the similarity in pattern with the input data. This 

was carried out using a non-parametric learning algorithm 

called k-NN classifier and the advantage with this method is 

that it does not make any assumptions on the underlying 

Figure 2. Hourly box plot for (a) Surat, (b) Mysore, and (c) Chennai.
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data, nor does it use any explicit training data to do any gen-

eralization, or it is very minimal. k-NN uses Euclidean dis-

tance between the input and historical data as a parameter for 

classifying the dataset, where k represents the number of 

neighbors. The algorithm finds the nearest neighbors based 

on Euclidean distance of each historical data. The class 

Figure 3. Hourly trajectory plot: (a) Surat, (b) Mysore, and (c) Chennai.
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Figure 4. GEV PDF comparison for hour of the day in (a) Surat, (b) Mysore, and (c) Chennai, and day of the week in (d) Surat, (e) 
Mysore, and (f) Chennai.
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which the output is closest to is determined by the majority 

voting on the class labels of its k-NNs (20).

The proposed prediction method being a real-time 

framework, the input to the classifier algorithm needs to be 

the patterns from the current trip. To identify such patterns, 

the travel time of previous ‘n’ trips were taken as input. For 

example, if n = 4, for predicting the pth trip, the input to the 

algorithm will be the travel time of the (p-1)th, (p-2)th, 

(p-3)th and (p-4)th trips. The ‘similar’ trips from the his-

torical data are then identified based on the Euclidean dis-

tance between the current trip travel time and the historical 

data, thus forming the cluster. Thus, there will be only one 

cluster formed containing ‘k’ historical trajectories that are 

closely related or ‘similar’ to the given input. The average 

value of predicted travel times from this cluster is taken as 

the predicted value for the current input. The algorithm 

updates for each section with the new inputs of travel time 

for the same section from previous trips. This will accom-

modate for the changes in traffic in the field, making it 

change in real time. Sample results of k-NN classifier using 

n = 4 is shown in Table 1. Here, the parameters considered 

for the k-NN classifier algorithm are l = 300 m, k = 10 and 

n = 4. In this case, for predicting the nth trip, the previous 

four trip travel times are taken as input and the results for 

each combination are sorted with respect to the Euclidean 

distance, and k nearest neighbors are considered for 

averaging.

Auto-Regressive Integrated Moving Average 

(ARIMA)

Box and Jenkins (21) had carried out thorough investigation 

on the analysis of time series (TS) and put forward well-struc-

tured classes of models, such as Auto Regressive (AR), 

Moving Average (MA), Auto Regressive Moving Average 

(ARMA), Auto Regressive Integrated Moving Average 

(ARIMA), Seasonal Auto Regressive Integrated Moving 

Average (SARIMA), and so forth for modeling TS data. In 

this study, the travel time is represented as segment-wise 

travel time. Since segment-wise travel time data are not TS as 

they do not happen at uniform intervals, an approach was 

adopted to take the total travel time for individual trips. Since 

each trip starts with respect to certain time of day, the total 

travel time can be considered as TS data.

An ARIMA model consists of four stages—the model 

identification, model estimation, diagnostic checking and 

forecasting. To start with, the data is checked for stationarity 

as the data set used in TS analysis is assumed to be station-

ary. If it is not stationary, stationarity is achieved by differ-

encing the data. Figure 5, a and b illustrate a sample raw data 

and the same after stationarity. Once the degree of stationar-

ity is defined, the order of AR and MA process is identified 

using autocorrelation function (ACF) and partial autocorre-

lation function (PACF). Figure 5, c and d show the PACF and 

ACF plot for a sample data. Correlation values range from 

−1 to +1. A value of +1 indicates that the two variables move 

together perfectly; a value of −1 indicates that they move in 

opposite directions. When building a TS model, it is impor-

tant to include lag values that have large, positive autocorre-

lation values. Sometimes it is also useful to include those that 

have large negative autocorrelations. Thus, from Figure 5, c 

and d, the order of ACF is 1 while order of PACF can be 

between 1 and 4.

Once the model parameters are prepared, the models are 

run with route-level travel time as input, which is equal to the 

sum of travel time of all segments of the route. The forecast-

ing accuracy in ARIMA is better for short term prediction 

(4). Thus, forecasting is carried out for each model with few 

steps at a time. The predicted values then feed back into the 

raw data as historical data. Since this study concentrates on 

predicting travel time at segment level, the predicted route 

level travel time are then decomposed to segment data. For 

decomposing, certain segment-specific coefficients are used, 

which were established using historical database. Travel 

time on each segment for a trip is divided by the correspond-

ing total travel time, thus obtaining the segment-wise coef-

ficients for the trip. These coefficients are formulated for 

each hour of the day for every route considered in this study. 

These segment-specific coefficients take into account the 

route travel time variations for each hour of the day, thus 

accommodating the dynamic nature of traffic which varies 

temporally and spatially.

Kalman Filtering Technique

The third prediction approach explored in this study is using 

Kalman Filtering Technique (KFT). KFT uses the output 

from k-NN, that is, similar trajectories as input to predict the 

bus travel time. The implementation of KFT requires infor-

mation regarding the system’s dynamics, statistical informa-

tion of the system disturbances and measurement errors. The 

evolution of travel time between various time intervals in a 

given subsection is assumed to be

Table 1. Sample k-NN Classifier Output for n = 4 and k = 10

Nearest 
neighbor n-4 n-3 n-2 n-1 n

Euclidean 
distance

 1 45.26 63.69 33.37 70.86 69.90 26.53

 2 30.46 60.47 36.17 53.07 56.90 27.77

 3 44.85 56.64 29.07 59.91 61.00 28.69

 4 38.29 90.31 29.28 53.08 82.46 29.03

 5 35.78 73.64 44.85 56.64 64.60 29.07

 6 28.69 70.66 38.29 90.31 87.02 29.28

 7 32.36 57.61 33.27 70.00 66.32 29.78

 8 35.84 50.35 34.47 55.11 51.68 30.46

 9 26.53 46.53 33.06 55.38 52.46 30.51

10 29.28 53.08 29.03 97.64 87.73 30.80
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 x t a t x t w t( ) ,+ = ( ) ( )+ ( )1  (1)

where a(t) is a parameter which relates the time taken to 

travel in a given subsection, x(t) is the travel time taken for 

covering the given subsection at time t and w(t) is the associ-

ated process disturbance. The measurement process was 

assumed to be governed by

 z t x t v t( ) ,= ( )+ ( )  (2)

where z(t) is the measured travel time in a given subsection 

at time t and v(t) is the measurement noise. The algorithm 

requires two sets of data (S1 and S2) to implement the 

above scheme. Out of these two data sets, one set of data 

(S1) was used in the time update equations to calculate the 

parameter a(t) and the other set of data (S2) was to be used 

in the measurement update equations to generate the apos-

teriori travel time estimate. So, the results obtained from 

k-NN classifying algorithm were arranged as two sets of 

data in order of preference from lower to higher (higher 

preference being the data that is nearer to the input pattern). 

The algorithm will be repeated for all N subsections. The 

objective here is to predict the travel time of the Test Vehicle 

(TV) by identifying significant travel time trajectories in a 

given subsection.

Results

In this section, the performance of each model is evaluated 

and compared for the three cities. The prediction window is 

one week for each city which gives clear understanding of 

how the models perform for different days of the week. For a 

particular bus in an ongoing trip, the predicted segmented 

travel time (TTpred) using prediction models are stored in the 

database. The observed segmented travel time (TTobs) are 

collected from the historical data. For evaluating the accu-

racy of prediction, Mean Absolute Percentage Error (MAPE) 

and Mean Absolute Error (MAE) were used as measures and 

are calculated as in Equations 3 and 4. The lower the errors, 

the more accurate are the predicted travel times and hence, 

the better the method.

 MAPE
TT TT

TT

obs pred

obs

=
−

=

∑
1

100

1
n
i

n

|
( )

| * ,  (3)

Figure 5. ARIMA Plots: (a) raw data, (b) stationary data, (c) ACF, and (d) PACF.
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 MAE TT TTobs pred= −

=

∑
1

1
n
i

n

| |,  (4)

Then, the performance evaluation was done at three levels—

segment-wise, trip-wise, and day-wise. Performance of these 

methods was also compared with a base method, namely Simple 

Averaging Technique (SAT). This approach is carried out sec-

tion-wise, where the average of the travel time of previous ‘n’ 

trips was taken as the predicted travel time for that section.

The performance comparison for Mysore city is shown in 

Figure 6a–c. In Figure 6a, segment-wise average of 100 trips 

were taken and the k-NN + KFT performs relatively better 

than the other models with an average error of 10.21 

seconds. The next most accurate model was found to be 

ARIMA with an average error of 13.79 seconds. The error 

for k-NN + KFT varied between 6.6 seconds and 16.48 sec-

onds while for ARIMA it ranged between 8.4 seconds and 

20.4 seconds. Figure 6b shows the accuracy of prediction for 

all trips in a sample day to understand how the models per-

form over a working day. Figure 6c shows a comprehensive 

summary of how the models perform over each day of the 

week. Here also, k-NN + KFT performs better than other 

models. It can also be seen that all the proposed methods 

performed better than the baseline SAT.

Figure 7a–c, show a similar comparison for Surat city 

BRTS corridor. Unlike in the previous case, the segment-

wise comparison in Figure 7a shows that all proposed 

Figure 6. Performance comparison between models for Mysore city: (a) segment-wise, (b) trip-wise, and (c) day-wise.
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models performed comparably, and only slight improve-

ments were observed when compared with the SAT. 

Segments 2 and 3 are the two high variance sections in this 

route, due to a major junction in the route where cross 

moving traffic interferes with the movement of BRTS. The 

performance of proposed models can be found to be much 

better in these sections compared with SAT. Although the 

segment-wise comparison shows only slight difference 

between the proposed models, Figure 7c gives better clar-

ity on the performance through the prediction window. 

Except Sunday where the traffic would be generally low, 

the proposed models performed well for other days of the 

week. Thus, it can be concluded that for bus-only lane sys-

tem, the sophisticated models might not be necessary. 

Overall, k-NN+KFT has the lowest error of 18.3% on 

Friday and the maximum error is on Sunday, with 24.21%.

In Chennai city, the performance comparison was carried 

out for 312 trips. The bus travel time data for Chennai were 

highly stochastic due to larger vehicle population observed 

in the metropolitan city. The heterogeneity in traffic compo-

sition was also observed to be highest in Chennai compared 

with other cities considered in this study. Figure 8a–c por-

trays the performance comparison of each prediction model 

carried out on Chennai city data.

In Figure 8a, out of 93 sections of the route, k-NN+KFT 

dominated majority of the sections with high accuracy 

ranging between 1.6 seconds and 58.65 seconds with a 

total average error of 9.13 seconds. It is followed by k-NN 

Figure 7. Performance comparison between models for Surat city: (a) segment-wise, (b) trip-wise, and (c) day-wise.
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classifier algorithm with an overall average error of 10.68 

seconds, while the segment-wise error varied between 2.47 

seconds and 58.85 seconds. Similar to the high variance 

sections of BRTS corridor, the k-NN+KFT model performs 

well in the sections 76–79, which were the high variance 

section in Chennai’s 19B route. Figure 8b shows the com-

parison of prediction results for a sample day where 

k-NN+KFT performs better compared with other models. 

The day-wise comparison of prediction results can be seen 

in Figure 8c, which also shows that k-NN+KFT performs 

the best followed by k-NN classifier. The error for 

k-NN+KFT varies between 17.5% on Monday and 20.65% 

on Friday. Thus, k-NN+KFT has less error both spatially 

and temporally compared with other models proposed in 

the study.

Conclusion

In this paper, the problem of real-time prediction of bus 

arrival/travel time using historical travel time data is studied. 

For implementing a prediction framework, the authorities 

should understand the limitations and advantages of the 

models and type of inputs required for the purpose. This 

study concentrates on showing how each model performs 

under different scenarios, namely bus-only lane and mixed 

traffic. The study explores three prediction models which 

used segment-wise bus travel time data as input. To start 

Figure 8. Performance comparison between models for Chennai city: (a) segment-wise, (b) trip-wise, and (c) day-wise.
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with, GPS data containing bus travel time information were 

collected from three cities—Surat, Mysore and Chennai. 

Surat has bus-only lane while Mysore and Chennai have 

mixed lane for buses. The data collected from these three cit-

ies were analyzed to test the robustness of the proposed pre-

diction methods. First, a pattern analysis of bus travel time 

data was carried out. Analysis was done for various hours of 

the day and days of the week. The peak hours were identified 

and it was observed that peak and off-peak trips have dis-

tinctly different characteristics. The travel time data was next 

investigated for the statistical distributions and GEV was 

found to be the best fit. To compare the prediction accuracy 

of the models, MAPE and MAE were used as measures. The 

predicted values were compared with the observed travel 

times to understand the level of accuracy. Also, a baseline 

SAT was used in the comparison to identify the extent to 

which the models performed. For Surat BRTS data, the com-

parisons showed that, on the whole, all models performed 

similarly. Even though k-NN+KFT performed better in each 

case spatially and temporally, the difference in accuracy was 

small. This might be because BRTS are less influenced by 

external traffic except in intersections where the bus lane is 

exposed to mixed traffic. Since the k-NN, ARIMA and 

k-NN+KFT require computing power, the authorities can opt 

for the SAT in this case. However, in the case of mixed lane 

traffic, kNN+KFT performed better than the other models. 

Finally, the travel time information using the proposed meth-

ods can be expressed in terms of estimated arrival times for 

each bus and shared with the users through display monitors 

at bus stops, mobile application, and so forth.
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