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We use complex network theory to investigate the dynamical transition from stable operation to

thermoacoustic instability via intermittency in a turbulent combustor with a bluff body stabilized

flame. A spatial network is constructed, representing each of these three dynamical regimes of

combustor operation, based on the correlation between time series of local velocity obtained from

particle image velocimetry. Network centrality measures enable us to identify critical regions of

the flow field during combustion noise, intermittency, and thermoacoustic instability. We find that

during combustion noise, the bluff body wake turns out to be the critical region that determines the

dynamics of the combustor. As the turbulent combustor transitions to thermoacoustic instability,

during intermittency, the wake of the bluff body loses its significance in determining the flow

dynamics and the region on top of the bluff body emerges as the most critical region in

determining the flow dynamics during thermoacoustic instability. The knowledge about this critical

region of the reactive flow field can help us devise optimal control strategies to evade

thermoacoustic instability. Published by AIP Publishing. https://doi.org/10.1063/1.5028159

Emergence of order from chaos is a common sight in
nature. Synchronous flashing of fireflies, Mexican wave in
a football stadium, triggering of riots, collective behaviour
of a school of fish or a swarm of birds, emergence of con-
sciousness from the interplay of millions of neurons, and
the evolution of life are some of the examples seen in
nature. Formation of convection cells, pattern formation
in the Belousov–Zhabotinsky reaction, and the emergence
of coherent vortices in a turbulent flow are examples of
order emerging from disorder in fluid systems.1–3 An
important fluid dynamic system exhibiting the emergence
of order from disorder is a combustor, which houses a
confined turbulent reactive flow. During normal opera-
tion, the reactive flow field exhibits incoherent turbulent
fluctuations. However, under certain operational condi-
tions, the flow field reorganizes, and a spatially ordered
periodic behavior emerges. During this dynamic regime
known as thermoacoustic instability, the acoustic field
inside the combustor exhibits dangerous large amplitude
oscillations. In this paper, using complex spatial networks,
we characterize the spatial dynamics of the combustor
during the stable operation (chaotic oscillations), the
thermoacoustic instability (limit cycle oscillations), and
the transition regime from stable operation to thermo-
acoustic instability known as intermittency. Further,
using network measures, we identify the critical regions of
the reactive flow field that influences the dynamics of the
reactive flow field during thermoacoustic instability.

I. INTRODUCTION

The interaction between unsteady combustion and the

acoustic field in the combustor is inevitable in engineering

systems such as boilers, gas turbine engines, and rocket

engines. Such an interaction manifests as high amplitude self-

excited oscillations when the energy added from the unsteady

combustion to the acoustic field of the confinement over-

comes the acoustic losses in the system.4 This phenomenon is

known as thermoacoustic instability or combustion instabil-

ity. We encounter thermoacoustic instability in solid rocket

motors,5 liquid rocket motors,6 ramjets,7 afterburners,8 and

power generating gas turbine engines.9 Thermoacoustic insta-

bility engenders violent vibrations which damage the sensors,

increase thermal stresses to combustor walls, induce fatigue

failure of components, trigger flame blow-off, and flashback

leading to a costly shutdown or catastrophic damage of com-

ponents and probably mission failures.9

The coupling amongst acoustics, hydrodynamics, and

flame dynamics during thermoacoustic instability leads to

complex spatiotemporal dynamics. The complex behavior of

a thermoacoustic system, involving different length and time

scales, arises due to different factors such as molecular mix-

ing, turbulence, chemical kinetics, acoustic, and flame-flow

interactions. Analysis of the spatiotemporal dynamics during

thermoacoustic instability is vital in understanding the mech-

anism leading to thermoacoustic instability and devising

passive control strategies for its mitigation.

Many of the early studies have focussed on the emer-

gence of coherent structures at the onset of thermoacoustic

instability. Various studies suggested that during thermo-

acoustic instability, vortices that shed periodically from the

flame holders (bluff body, dump plane, etc.) induce periodic-

ity in the heat release rate.7,10,11 Smith and Zukoski12 and
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Poinsot et al.13 suggested that the large velocity fluctuations

inside the combustor during thermoacoustic instability were

the reason for the emergence of such vortices. Further, they

identified that the process of formation and shedding of such

vortices is closely correlated with the unsteadiness in pres-

sure and heat release rate fluctuations. Smith and Zukoski,12

through their study in a dump combustor, observed that dur-

ing thermoacoustic instability, heat release rate fluctuations

and pressure oscillations at the dump plane are in phase from

the initiation of vortex formation, until the vortex has grown,

propagated downstream, and impinged against the combus-

tor wall. A review of thermoacoustic instability related to

vortex shedding can be found in Schadow and Gutmark,14

Coats,15 and Renard et al.16

The transition from stable combustion to thermoacoustic

instability exhibits interesting temporal dynamics.17

Lieuwen18 reported that depending upon operational parame-

ters, a thermoacoustic system can exhibit both subcritical

and supercritical Hopf bifurcations leading to thermoacoustic

instability. This description of loss of stability of a fixed

point at the onset of thermoacoustic instability is perfectly

valid for laminar systems. However, for a turbulent combus-

tor, Nair et al.19 suggested that the low amplitude aperiodic

oscillations characterizing stable combustion is deterministic

chaos and Tony et al.,20 through surrogate analysis, showed

that this indeed is the case. This indicates that in turbulent

combustors, the stable operation of a combustor (also called

combustion noise) may not correspond to a fixed point

and hence the onset of thermoacoustic instability cannot be

considered as a Hopf bifurcation.

Nair et al.21 showed that a turbulent combustor under-

goes transition from stable combustion to thermoacoustic

instability via intermittency. During combustion noise, the

acoustic pressure is characterised by low amplitude aperiodic

oscillations. Whereas, during thermoacoustic instability, the

acoustic pressure signal is characterized by high amplitude

periodic oscillations representing order. Intermittency is a

state represented by bursts of high amplitude periodic oscil-

lations embedded amidst regions of low amplitude aperiodic

oscillations, albeit in a random manner. Using recurrence

quantification analysis, Nair and Sujith22 identified homo-

clinic orbits in the reconstructed phase space during intermit-

tency. Nair and Sujith23 also showed that combustion noise

displays scale invariance and has multifractal signature that

disappears at the onset of thermoacoustic instability. Gotoda

et al. used tools from nonlinear time series analysis such as

surrogate data analysis, permutation entropy, multifractal

analysis, and translation error to characterise the onset of

thermoacoustic instability.24–26

All the above studies on the transition to thermoacoustic

instability have been performed on time series of state varia-

bles of the system. Some studies have concentrated on spa-

tiotemporal dynamics during the transition to thermoacoustic

instability. Taamallah et al.27 studied the mean flame config-

uration during different dynamical regimes of a swirl stabi-

lized combustor. The authors noted that the mean flame

configuration changes at the onset of thermoacoustic insta-

bility. Hong et al.28 investigated the recirculation zone

structure and the flame stability during the transition to

thermoacoustic instability. During stable combustion, the

recirculation zone consists of a primary and a secondary

eddy. At the onset of thermoacoustic instability, the second-

ary eddy almost collapses and the flame starts to exhibit peri-

odic flapping motion. The study highlighted the importance

of the size and structure of the recirculation zone on flame

stability. Recently, Unni and Sujith29 studied the flame

dynamics during intermittency prior to and post thermo-

acoustic instability. Even though the dynamical nature of

intermittency (type II) was the same prior to both thermo-

acoustic instability and lean blowout, the flame dynamics

exhibited significant differences. Mondal et al.30 performed

a spatiotemporal analysis of a turbulent combustor during

the transition from combustion noise to thermoacoustic

instability via intermittency. By calculating the instantaneous

phase difference between the acoustic pressure and the local

heat release rate oscillations, they observed that the aperiodic

oscillations during combustion noise are phase asynchronous,

while the high amplitude periodic oscillations characterizing

thermoacoustic instability are phase synchronous. During

intermittency, the coexistence of regions of desynchronized

aperiodic oscillations and synchronized periodic oscillations

resembling a chimera state is observed.

Most of the aforementioned studies focused on the flow

and flame dynamics during thermoacoustic instability. These

studies emphasized the formation of large coherent structures

during thermoacoustic instability. However, there has been

no study, till date, which brought to light the relative impor-

tance of different regions in a turbulent reactive flow field in

determining the spatiotemporal dynamics of the turbulent

combustor during the intermittency route to thermoacoustic

instability. The aim of the present study is to identify critical

regions in the flow field of a turbulent combustor during the

transition from stable combustion (combustion noise) to

unstable combustion (thermoacoustic instability) via intermit-

tency using tools from complex network theory.

This study is based on the premise that a turbulent com-

bustor can be considered as a complex system. In a turbulent

combustor, the local interaction between the parts of the

reactive flow results in the onset of self-organized, periodic

oscillations known as thermoacoustic instability. This corre-

sponds to an emergence of ordered and periodic spatiotem-

poral behaviour during thermoacoustic instability from a

disordered and aperiodic state during combustion noise.

Systems that exhibit such collective behaviour resulting

from self-organization of the parts of the system which

interact with each other are known as complex systems.

Complex network theory has emerged as one of the popular

tools to study complex systems. Barabasi, one of the pio-

neers in the field of network science, in his commentary in

Nature Physics31 stated: “Therefore, if we are ever to have a

theory of complexity, it will sit on the shoulders of network

theory.” In network theory, the components of a complex

system are represented as nodes and their interactions are

represented as links between the nodes. Complex network the-

ory, born in the twilight of the twentieth century with the dis-

covery of small world networks32 and scale free networks,33

has found applications across disciplines such as computer
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science, biology, medicine, economics, engineering, climate

studies, and sociology.34–38

The previous decade has witnessed the application of

complex network theory for temporal analysis of turbulent

flows. Gao and Jin39 used community detection algorithm to

identify flow patterns in a two phase flow. Charakopoulos

et al.40 distinguished the various dynamical regimes of a

heated turbulent jet using network properties. The scale-free

nature of the combustion noise generated from a turbulent

reactive flow was investigated by Murugesan and Sujith41

using complex networks. They showed that the transition

from combustion noise to thermoacoustic instability is

reflected in the topology of the visibility network constructed

from pressure time series as a transition from scale-free to

order and used the network measures to get precursors to an

impending thermoacoustic istability.42 The high dimensional

nature of thermoacoustic instability has been brought to light

by Okuno et al.43 using cycle networks and phase space

networks. Godavarthi et al.44 and Gotoda et al.45 used recur-

rence networks to study the topology of the phase space

corresponding to different dynamical states of a turbulent

combustor.

Recently, complex networks have been used to study the

spatiotemporal dynamics of fluid systems, in particular,

climate systems. Scientists used measures such as Pearson

correlation, mutual information, and event synchronization

between time series to quantify the degree of statistical inter-

dependence of different spatial regions.46 Tsonis and

Roebber37 constructed a correlation based climate network

from the global temperature field. The authors observed that

the overall dynamics of the global climate system is the

result of the interaction between two interweaved subnet-

works: one operating in the tropics and the other at higher

altitudes with the equatorial network acting as the agent con-

necting the two hemispheres. Malik et al.38 used a nonlinear

synchronization measure, known as event synchronization,47

to construct a spatial network for the spatiotemporal analysis

of extreme monsoonal rainfall over Indian subcontinent. The

network properties used in this study helped to visualize the

structure of the extreme event rainfall fields, identification of

water vapor pathways, and moisture sinks. In addition, the

methodology of spatial network construction using event

synchronization has been used to establish a prediction

scheme for extreme floods in the eastern central Andes.48

Molkenthin et al.49 performed spatial network analysis

of prototypical flows and an ocean flow in the tropical

Pacific region. In the case of prototypical flows, the authors

solved the advection diffusion equation and used the result-

ing temperature field to calculate the statistical interdepen-

dence between any two nodes in the flow field. The authors

used a continuous analytical analogue of Pearson correlation

to compute the correlation matrix. In the case of real flows,

they computed the correlation matrix from the sea surface

temperature using standard correlation. The analysis unrav-

elled a relationship between the underlying velocity field and

complex network measures. High values of degree coincided

with high velocity field and high values of betweenness cen-

trality marked the transition zones between regions of differ-

ent magnitudes or directions of the underlying velocity field.

The above study, however, was restricted only to stationary

flows. Tupikina et al.50 extended this analysis to a varying

flow model with a time dependent velocity field. Taira

et al.51 used the concept of the Biot Savart law to construct a

spatial network based on vortical interactions in a two

dimensional decaying isotropic turbulent field obtained from

direct numerical simulations. The resulting vortical interac-

tion network is characterized by a weighted scale-free net-

work. Scarsoglio and Iacobello52 constructed a correlation

network from kinetic energy time series on a three dimen-

sional forced isotropic turbulent field obtained from direct

numerical simulation. The authors identified coherent pat-

terns in the flow field using network properties.

These promising studies have motivated us to perform

spatial network analysis on a turbulent reactive flow field

during the intermittency route to thermoacoustic instability.

To that end, we performed experiments in a backward facing

step combustor with a bluff body as the flame holding

device. Simultaneous acoustic pressure measurements, high

speed flame imaging, and particle image velocimetry (PIV)

are performed during combustion noise, intermittency, and

thermoacoustic instability, respectively. A spatial network is

then constructed based on the correlation between the veloc-

ity time series at each of the three dynamical regimes of

combustor operation. We closely follow Molkenthin et al.49

and Tupikina et al.50 in the procedure for network construc-

tion. Complex network measures are then computed to iden-

tify critical regions in the flow field.

The rest of the paper is organized as follows: the experi-

mental setup and the measurement techniques employed in

the present study is detailed in Sec. II. The methodology of

network construction is elaborated in Sec. III. Section IV

presents the results and discussion which is followed by

concluding remarks in Sec. V.

II. EXPERIMENTAL SETUPAND PROCEDURES

Our experiments were performed in a backward facing

step, bluff body stabilized combustor. The experimental rig

consists of a settling chamber, a burner of 40mm diameter,

and a combustion chamber of cross section 90mm� 90mm

and length 1100mm. The experimental setup is the same as

the one used in the study of Unni and Sujith.29 The sche-

matic of the experimental setup is shown in Fig. 1.

The air enters the test section through the settling cham-

ber, which is provided to reduce the fluctuations in the inlet

air. The fuel used in the experiments is liquefied petroleum

gas (LPG, 40% Propane and 60% Butane), introduced into

the combustion chamber through four radial holes of 1.7mm

diameter using a central shaft. A circular disk (bluff body) of

40mm diameter and 10mm thickness is used for flame stabi-

lization. The partially premixed air–fuel mixture is spark

ignited in the recirculation zone at the dump plane using an

11 kV ignition transformer. Mass flow controllers are used to

measure and control the supply of fuel and air into the com-

bustion chamber (Alicat Scientific, MCR Series, 100 SLPM

model for fuel flow, 2000 SLPM for air flow; uncertainty is

6(0.8% of reading þ 0.2% of full scale). In the current

study, the fuel flow rate ( _mf ) is fixed and the air flow rate
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( _ma) is gradually increased, decreasing the equivalence ratio

(u ¼ ð _mf= _maÞactual = ð _mf= _maÞstochiometry). The flow conditions

are maintained such that the reactive flow is turbulent

[(1.096 0.01)� 105<Re< (2.126 0.01)� 105]. The unsteady

pressure (P0) is measured using a piezoelectric transducer

(PCB 103B02, with sensitivity of 223.4mV/kPa and an

uncertainty of 60.15 Pa), located at a distance of 20mm

downstream of the dump plane at a sampling frequency of

10 kHz for 3 s. To facilitate optical diagnostics, a pair of

quartz windows (400mm� 90mm� 10mm) is provided in

the side walls of the combustion chamber. The optical diag-

nostic techniques applied in the present study include high

speed imaging of flame chemiluminescence [field of _q0ðx; yÞ]
and particle image velocimetry (PIV). Both these techniques

are elaborated in the Appendix.

III. CONSTRUCTION OF THE SPATIAL NETWORK

In the present study, the turbulent reactive flow field is

divided into a regular grid. Each grid point is considered as a

node of a complex network. Two nodes are connected when

the correlation between the time series of velocity corre-

sponding to each node is above a particular threshold. The

velocity field is obtained from PIV as described in the

Appendix.

In this study, we consider two types of correlations to

construct two different types of network. In the first approach,

we use the Pearson correlation coefficient defined as

Rp ¼

X

n

i¼1

ðxi � �xÞðyi � �yÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

xi � �xð Þ2
s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

yi � �yð Þ2

s ; (1)

where xi is the element of one velocity time series at a grid

point and yi is the element of another velocity time series at

a different grid point. The index i represents the time stamp.

The arithmetic means of both time series are represented by

�x and �y, respectively. Two nodes of the network are con-

nected if the Pearson correlation coefficient between the cor-

responding time series of velocity is above a threshold (Rpt).

We chose Rpt by analysing the link density of the network

for different values of Rpt. The link density (q) of a network

refers to the ratio of actual number of links to the maximum

possible number of links. If N is the number of nodes of a

network and E is the actual number of links in the network,

the link density is given by

q ¼
2E

N N � 1ð Þ
; (2)

where N(N – 1)/2 is the maximum number of possible links

of the given undirected network. In the current analysis, Rpt

is chosen as 0.25, since at this value, the variation in link

density is maximum between combustion noise, intermit-

tency, and thermoacoustic instability. Maximum variation in

link density ensures maximum variability in network topol-

ogy as the turbulent combustor transitions from combustion

noise to thermoacoustic instability via intermittency which,

in turn, will be reflected in the spatial distribution of network

properties.

In the second approach, the network is constructed based

on the dot product defined as

Rs ¼
X

n

i¼1

xiyi: (3)

In Pearson correlation, two time series are correlated when

the fluctuations of both time series vary in a similar fashion,

i.e., they could have very different amplitudes but still have

high correlation. Whereas, in the case of dot product, two

time series are correlated when the fluctuations vary in a

similar fashion and have similar amplitudes. While Rp lies

between �1 and 1, Rs can assume any real value depending

upon the magnitude of variables. Hence, unlike in the case of

network construction using Rp, where we choose Rpt as 0.25,

for the approach using dot product, we fix the link density of

the network, (Rst), at 50%. This implies that 50% of total

possible links are present in the network corresponding to

the different dynamical regimes of combustor operation.

Like the fixed correlation coefficient approach, the fixed

link density approach also ensures that the topology of the

network changes as the turbulent combustor undergoes tran-

sition from one dynamical regime to another and helps us to

FIG. 1. The schematic of the backward

facing step combustor used for the pre-

sent study. A quartz window is used to

facilitate high speed flame imaging

and PIV. The design of the combustor

was adapted from Ref. 53.
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compare and contrast the spatiotemporal dynamics across

the three regimes of combustor operation. Both of these

approaches of constructing spatial networks help to discern

different aspects of the flow field. This is further elaborated

in Sec. IV.

An adjacency matrix, A, represents a spatial network

constructed as described above. Its elements Aij (i, j¼ 1, 2,

…, N) are equal to one when a link lij exists between the ith

and jth node and zero otherwise. A thus obtained is a sym-

metric matrix since the correlation network is undirected

(i.e., i connected to j implies j connected to i).

In order to compare the topology of different networks,

we use some basic measures to characterize the spatial net-

works. The degree (ki) of a node (grid point) i gives the num-

ber of grid points linked to a particular grid point

ki ¼
X

N

j¼1

Aij: (4)

A grid point having higher degree than others is expected to

have a stronger influence on the functioning of the network.

The interconnectivity of the neighbours of a grid point i is

quantified by the local clustering coefficient

Ci ¼
2Ei

kiðki � 1Þ
; (5)

where Ei is the number of links between the neighbours of

the grid point i and ki(ki – 1)/2 is the maximum number of

links possible among the neighbours. It gives an estimate of

the spatial continuity of the correlations in the velocity field.

Like degree, another measure that highlights the impor-

tance of a grid point i is betweenness centrality (bi). It is the

sum of the ratios of the number of shortest paths between

any two grid points passing through a particular grid point to

the total number of shortest paths between those two grid

points

bi ¼
X

j:k2N; j 6¼k

njk ið Þ

njk
; (6)

where njk(i) is the number of shortest paths between j and k

passing through the grid point i. Physically, bi of a node indi-

cates the extend of information passed through that node, if

we assume that the information travels through the shortest

paths in the network. An additional node centrality measure

is closeness centrality (ci) which measures the inverse of the

mean shortest path length from a node to all other nodes. If

the shortest path between a grid point i to all other grid

points j connected to it is d(i, j), then closeness centrality is

given by

ci ¼
X

j2N; j 6¼i

2�dði;jÞ: (7)

Physically, closeness centrality measures speed of informa-

tion propagation in the network. For example, if any distur-

bance is given to a grid point with the highest ci, the

disturbance will travel to other grid points in a minimum

amount of time. In the present study, we have used the

Python package called pyunicorn to compute all the afore-

mentioned network properties.46

IV. RESULTAND DISCUSSIONS

The present study explores the use of spatial network anal-

ysis on a turbulent reactive flow field. We perform the spatial

network analysis, based on two different approaches, i.e., the

Pearson correlation and the dot product. We analyze three dif-

ferent dynamical regimes of a turbulent combustor, stable

combustion (combustion noise), intermittency, and thermo-

acoustic instability. At each of these dynamical states, we

investigate the spatial distribution of four network parameters,

degree, local clustering coefficient, betweenness centrality, and

closeness centrality across the turbulent reactive flow field.

Before going into the investigation of network properties, we

describe the turbulent reactive flow field during the dynamical

regimes of combustion noise, intermittency, and thermo-

acoustic instability with the help of particle image velocimetry.

A. The dynamics of the turbulent reactive flow

During combustion noise, the fuel flow rate and air flow

rate are maintained at 30 SLPM and 480 SLPM, respectively

(u ¼ 0.98). The low amplitude aperiodic pressure fluctua-

tions characterizing combustion noise is depicted in Fig. 2

along with some instantaneous snapshots of the vorticity

field (curl of velocity) superimposed on the velocity field

corresponding to the points (a)–(e) marked on the pressure

signal. The flow exiting the burner section enters the com-

bustion chamber and gets deflected due to the presence of

the bluff body. It further recirculates in the wake of both the

bluff body and the dump plane. However, the magnitude of

velocity in the wake of the bluff body is higher when com-

pared to that in the wake of the dump plane. From the tip of

the bluff body, small vortices are shed in a random manner

during combustion noise.

During intermittency, the air flow rate is increased to 570

SLPM, keeping the fuel flow rate constant (u ¼ 0.82). The

flow dynamics during the aperiodic [Figs. 3(a)–3(c)] and peri-

odic regime [Figs. 3(d)–3(i)] during intermittency is illustrated

in Fig. 3. Compared to combustion noise, two major differ-

ences are observed in the flow dynamics during intermittency,

specifically, during the periodic regime. First, coherent struc-

tures are formed in the wake of the dump plane during periodic

epochs of intermittency, which are absent during the aperiodic

epochs. Second, the vortices shed from the tip of the bluff

body are larger when compared to the ones shed during com-

bustion noise and aperiodic regime of intermittency.

During thermoacoustic instability, we maintain the air

flow rate at 750 SLPM and the fuel flow rate at 30 SLPM

(u ¼ 0.63). High amplitude periodic pressure fluctuations,

with a frequency of 143Hz, along with the instantaneous

snapshots of the flow field corresponding to one cycle of the

periodic oscillation are shown in Fig. 4. We notice the peri-

odic formation of large coherent structures in the wake of the

dump plane similar to what is reported in earlier studies.14

These coherent structures propagate downstream, impinge

on the bluff body and the combustor wall, enhancing fine
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scale mixing of unburned gas and hot radicals leading to

periodic bursts of high heat release rate.

The acoustic power produced locally can be indicated

by the distribution of the acoustic power production index

(Rxy) of the reactive flow field defined as

Rxy ¼

ðt

0

P0
_q0ðx; yÞdt; (8)

where P0 is the acoustic pressure fluctuation and _q0ðx; yÞ is

the unsteady heat release rate at the point (x, y). The average

FIG. 3. Instantaneous snapshots of the vorticity field superimposed on the velocity field corresponding to the regime of intermittency. During the aperiodic

epochs of intermittency, no large coherent structure is observed [(a)–(c)]. However, during the periodic part of intermittency, we observe large coherent vorti-

ces in the flow field [(f)–(i)]. The black circles mark the vortices shed from the dump plane traveling downstream towards the bluff body.

FIG. 2. Instantaneous snapshots of the vorticity field superimposed on the velocity field corresponding to the points (a)–(e) marked on the time series of fluctu-

ating pressure during combustion noise.
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vorticity field superimposed on the average velocity field and

Rxy during combustion noise, intermittency, and thermo-

acoustic instability are shown in Fig. 5. During combus-

tion noise, in the average flow field, we observe that there

are two shear layers present in the flow field marked by

highly positive (red) and highly negative (blue) vorticity.

We refer to the shear layer marked by red color as the

outer shear layer and the shear layer marked by blue color

as the inner shear layer. These shear layers divide the flow

into three regions, namely, region A-the wake of the dump

plane, region B-the region between the outer shear layer

and the inner shear layer, called as “shear zone,” and

region C-the bluff body wake, as shown in Fig. 5(a). Note

that the locations of high acoustic power production dur-

ing thermoacoustic instability coincide with the locations

having high values of average vorticity. In this paper, we

further explore this link by analyzing the reactive flow

field at the different dynamic regimes using spatial

networks.

B. Spatial network analysis

In the present study, as explained in III, we have consid-

ered two methods of network construction: (a) using Pearson

correlation and (b) using dot product. The manner in which

the spatial network is constructed determines the meaning

that we can associate with network properties.

In a turbulent reactive flow field, the correlations in

velocity between two points in the flow field will die down

beyond a critical distance between them. However, during

thermoacoustic instability, there is an emergence of large-

scale coherent structures which can induce correlations

between parts of the flow that are far apart. Such correlations

are captured using the Pearson correlation. Consider two

points in the flow field that are far apart and have very differ-

ent amplitudes for velocity fluctuations. If the velocities at

these locations vary in a similar manner, then these two loca-

tions are connected in the network constructed using Pearson

correlation. Such long-range connections are only possible

FIG. 4. Instantaneous snapshots of the vorticity field superimposed on the velocity field corresponding to the points (a)–(e) marked on the time series of fluctu-

ating pressure during thermoacoustic instability.

FIG. 5. Average vorticity field superimposed on the average velocity field [(a), (b), and (c)] and the average acoustic power production index field [(d), (e),

and (f)] during combustion noise, intermittency, and thermoacoustic instability. During thermoacoustic instability, regions of high average acoustic power pro-

duction coincide with regions of high average vorticity present in the wake of the dump plane upstream of the bluff body.
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when the turbulent flow embodies large-scale coherent struc-

tures. Thus, the connectivity patterns of a network con-

structed using Pearson correlation capture both the presence

and absence of large scale coherent structures in the flow

field and the local correlations. However, when we consider

dot product, only the velocity fluctuations of comparable

amplitudes are correlated. This can happen mostly for points

that are nearby in the flow field. In this manner, we capture

both short and long range connections in the network

constructed based on Pearson correlation and only the local

connections in networks constructed based on dot products.

Network measures obtained for both of these spatial net-

works thus provide different informations about the flow

topology.

1. Topology of spatial networks constructed using
Pearson correlation

The degree of a node gives the number of neighbors of

that particular node in the spatial network. In the case of the

spatial network constructed using Pearson correlation, very

high degree implies that the correlation between the velocity

fluctuations at the given grid point (here, a grid point in the

flow field is the node) and that of a large number of other

grid points is above the threshold correlation (Rpt ). The

spatial distribution of degree during the three dynamical

regimes of the turbulent combustor is shown in Figs.

6(a)–6(c). During combustion noise, region C is having the

highest degree but both regions A and B are having very low

degree. During combustion noise, the flow recirculates in the

wake of the bluff body (Fig. 2). This coherent motion of the

fluid particles in the wake of the bluff body during combus-

tion noise gives the region a very high degree distribution

[Fig. 6(a)]. During intermittency, the degree of the shear

zone increases [Fig. 6(b)]. During thermoacoustic instability,

the shear zone has the highest degree, whereas the degree of

the bluff body wake reduces [Fig. 6(c)]. The dump plane

wake has a medium degree with a region of very low degree

located at the top left corner. As the turbulent combustor

transitions from combustion noise to thermoacoustic instabil-

ity, the degree of the bluff body wake reduces and that of

the shear zone (region B) and dump plane wake (region A)

increase.

Next, the spatial distribution of local clustering coeffi-

cient (Ci) during the three dynamical regimes of the turbulent

combustor operation is shown in Figs. 6(d)–6(f). Ci of a grid

point gives the idea of connectivity among the neighbors of

that grid point. High values of Ci for a grid point imply that

the neighbors of the grid point are highly interconnected.

FIG. 6. Spatial distribution of degree, local clustering coefficient, betweenness and closeness during combustion noise, intermittency, and thermoacoustic

instability obtained by constructing a spatial network using Pearson correlation keeping the threshold correlation coefficient at 0.25.
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From a flow perspective, this implies that the correlation

between the velocity fluctuations of the neighbors of a given

grid point is above a threshold. If a region is having high

degree and high Ci, then, we can say that the given region is

spatially coherent in terms of velocity fluctuations. During

combustion noise, the region C has some patches of high Ci.

Both regions A and B have low and medium values of Ci

[Fig. 6(d)]. During intermittency, the most of the bluff body

wake has very high Ci [Fig. 6(e)]. High values of degree and

Ci for the bluff body wake, during intermittency, imply that

the grid points of the region are having large number of

neighbors that are highly interconnected to each other.

During thermoacoustic instability [Fig. 6(f)], the shear zone

along with some regions of the bluff body wake has the low-

est Ci. Very high value of Ci along with very low degree for

the corner of dump plane wake, during thermoacoustic insta-

bility, suggests that even though this region of very low

average velocity and very high average vorticity has very

few neighbors, these neighbors are highly interconnected to

each other. Very high value of degree and medium value

of Ci for the shear zone, during thermoacoustic instability,

suggests that the nodes in the shear zone have a large number

of neighbors which are moderately interconnected among

themselves.

Betweenness centrality (bi) of a grid point gives the frac-

tion of all the shortest paths for every pair of grid points in

the flow field passing through the given grid point. High val-

ues of bi highlight the main pathways of information travel

in a network if it is assumed that information propagates

through shortest paths in a network. In the present analysis,

the regions of high bi indicate those locations that connect

different parts of the flow that are otherwise uncorrelated

to each other. Considering this, regions of high bi could be

responsible for the increased correlation in the reactive flow

field during an ordered behavior like thermoacoustic instability.

During combustion noise, in the case of the spatial net-

work constructed using Pearson correlation, the region of

high bi is spread across the reaction field [Fig. 6(g)]. During

intermittency, bi is high along the shear zone (region B) and

in the part of flow neighbouring to the shear zone [Fig. 6(h)].

During thermoacoustic instability, the shear zone, along with

some regions in the bluff body wake, shows a very high

value of bi [Fig. 6(i)]. High values of degree and bi coupled

with very low value of Ci for the shear zone, during thermo-

acoustic instability, imply that the grid points in the shear

layer have a large number of neighbours, spread across the

entire flow field, with very low interconnections among

them. We can thus hypothesize that the shear zone acts as a

bridge through which the flow fluctuations are transported,

between the dump plane wake and the bluff body wake dur-

ing thermoacoustic instability.

Closeness centrality ci of a grid point measures the

closeness of that particular grid point to all other grid points

in the flow field. It is proportional to the reciprocal of the

sum of shortest path lengths between a grid point and all

other grid points in the flow field. Any perturbation given to

a grid point with the highest value of ci travels in minimum

time to all other grid points of the flow field. We observe

that during combustion noise, the bluff body wake (region

C) has higher closeness centrality [Fig. 6(j)] compared to the

rest of the flow field. Thus, any perturbation given to any

grid points in the bluff body wake will alter the dynamics of

combustion noise. Due to the very high value of degree and

ci, we can infer that the bluff body wake is the most critical

region during combustion noise. During intermittency, the ci
of the bluff body wake is similar to that of the shear zone

(region B) [Fig. 6(k)]. During thermoacoustic instability, ci
of the bluff body wake is lower than that of the shear zone

(region B) [Fig. 6(l)]. The ci of the shear zone, as the turbu-

lent combustor under goes transition from combustion noise

to thermoacoustic instability, reaches the maximum value.

The shear zone with very high values of degree, bi and ci,

emerges as the most critical region during thermoacoustic

instability. We can thus hypothesize that any control mea-

sure directed towards mitigation of thermoacoustic instabil-

ity will be most effective when applied to the shear zone,

i.e., region B.

2. Emergence of critical regions at the onset of
thermoacoustic instability

In the past, many studies have investigated the flow pat-

tern in the wake of a flame holder during combustion noise

and thermoacoustic instability.7,12,13 During stable combus-

tion, the incoming reactant mixture separates from the

surface of the flame holder and mixes with the hot products

recirculating in the wake region downstream of the flame

holder in a thin turbulent shear layer. This process is the key

for maintaining continuous ignition and establishing a stable

propagating flame. During thermoacoustic instability, the

shear layer formed downstream of the flame holder is per-

turbed periodically by large coherent structures which dictate

the dynamics of the reactive flow field. Hence, the recirculat-

ing wake downstream of the flame holder, which is critical

for stabilizing the turbulent flame during the regime of stable

operation (combustion noise), loses its significance in

determining the dynamics of the reactive flow field during

thermoacoustic instability.

The importance of the bluff body (flame holder) wake

during combustion noise is very well captured by the spatial

network analysis performed in the current study. It is

reflected in the high values of degree and closeness centrality.

The reflection of this finding in the distribution of centrality

measures across the flow field corroborates our methodology

of spatial network construction. As the turbulent combustor

transitions to thermoacoustic instability, the bluff body wake

(region C) loses its importance and the region between the

outer and inner shear layer (region B) emerges as the most

important region in the flow field. During intermittency, even

though the bluff body wake (region A) still has high values of

degree and closeness centrality, the values of these centrality

measures increase for the shear zone (region B) when com-

pared to that during combustion noise. Hence, the spatial net-

work analysis is able to capture the transition of the turbulent

combustor from combustion noise to thermoacoustic instabil-

ity via intermittency effectively.

One important point to be noted here is regarding region

A (the wake of the dump plane) not emerging as the most
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critical region at the onset of thermoacoustic instability. It

has to be emphasized here that the periodic formation of

large coherent structures is seen in the wake of the dump

plane during thermoacoustic instability. Also, the maximum

value of Rayleigh index Rxy, an indicator of the local acous-

tic power production, also occurs in the wake of the dump

plane (Fig. 5). However, region B emerges as the most criti-

cal region in determining the periodic dynamics of the reac-

tive flow field during thermoacoustic instability.

The identification of the most critical regions at the

onset of thermoacoustic instability is of paramount impor-

tance as this information can be used for devising efficient

control strategies to mitigate thermoacoustic instability.

Very recent studies have investigated the efficiency of con-

trol strategies based on the identification of critical regions

obtained by using network centrality measures. Russo

et al.54 have applied spatial network analysis for the spatial

distribution of fire breaks in heterogeneous forest landscapes

for the control of wildland fires. The group of network nodes

(small land patches) that favour fire propagation is identified

by exploiting network centrality statistics such as between-

ness centrality and Bonacich centrality. The authors, through

simulations, have shown that the proposed methodology

based on complex network approach outperforms the

conventional forest management practices. Taira et al.51

have shown that the two dimensional turbulence network,

obtained by characterizing vortical interactions, is resilient

against random perturbations but can be strongly influenced

if the forcing is targeted towards large vortical structures

which are identified as network hubs. This study highlights

the advantage of using spatial network analysis for modify-

ing the collective dynamics of vortices in the turbulent flow

field as estimating and controlling each and every vortical

structures in a turbulent flow are most likely improbable and

impractical.

Analysis of networks constructed using Pearson’s corre-

lation suggests that for effectively mitigating thermoacoustic

instability in the present turbulent combustor, the passive

control strategies should be aimed at the region between the

outer and inner shear layers which have high values of

degree, betweenness centrality, and closeness centrality.

This was identified by studying both long range and short

range correlations in the flow field. In Sec. IVB 3, we will

further analyze the flow field to identify the topology of con-

nectivity introduced by local correlations in the flow field

and compare and contrast those findings with the topology of

networks constructed from Pearson’s correlation.

3. Topology of the network constructed using dot
product

In Secs. IVB 1 and IVB2, we saw that the network con-

structed using Pearson correlation can identify the critical

region of the flow field that determines the emerging large

scale structure of the flow. One way to control such an emer-

gent behaviour is to introduce passive perturbation into

specific parts of the flow field such as micro jets and flow

restrictors. Such perturbations spread locally in the flow field

and affect the global behaviour of the flow field. Thus, it is

important to study the local connectivity patterns of the flow

field to identify such critical regions. To that end, we con-

struct spatial networks using dot product as opposed to

Pearson correlation. While Pearson correlation captures the

connectivity patterns due to both local correlations and long

range correlations induced by large scale flow structures, dot

product captures mainly the local connectivity patterns.

The degree distribution during the different dynamical

regimes of combustor operation is shown in Figs. 7(a)–7(c).

During combustion noise, the degree distribution is very

high along the region between the outer and inner shear

layers (region B) which implies that the region is locally cor-

related to many other grid points in the flow field [Fig. 7(a)].

This implies that the amplitude of the velocities in the region

between the outer and inner shear layer and its neighbors are

correlated. Very high values of degree and medium values of

local clustering coefficient between the outer and inner shear

layer imply that the grid points in this region are connected

to many other grid points in the flow field and these grid

points are moderately interconnected to each other. During

intermittency, the region between the outer and inner shear

layer still continues to have high degree [Fig. 7(b)]. During

thermoacoustic instability, the region between the outer and

inner shear layer with very high degree expands to a larger

area [Fig. 7(c)]. This suggests that a larger part of the flow

field has velocity fluctuations of similar amplitude, possibly

due to the periodic shedding of coherent structures during

thermoacoustic instability.

A region with high degree and high clustering coeffi-

cient implies that the given region is spatially coherent in

velocity amplitude. During combustion noise, the local clus-

tering coefficient is very low for a small region in the wake

of the dump plane (region A) and very high downstream of

the bluff body (region C) [Fig. 7(d)]. The region between the

outer and inner shear layer (region B) has medium values of

clustering coefficient. During intermittency, the medium val-

ues of clustering coefficient extend towards the wake of the

bluff body [Fig. 7(e)]. However, during thermoacoustic

instability, the region between the outer and inner shear layer

with medium values of local clustering coefficients shrinks

[Fig. 7(f)]. This implies that as the turbulent combustor

undergoes transition from combustion noise to thermo-

acoustic instability, the number of grid points in the region

between outer and inner shear layer with moderately con-

nected neighbours reduces.

During combustion noise, the betweenness centrality is

very high in the region between the outer and inner shear

layer (region B) [Fig. 7(g)]. This implies that a large number

of shortest paths pass through the grid points in the region

between the outer and inner shear layer. During intermit-

tency also, the region between the outer and inner shear layer

has the highest betweenness centrality [Fig. 7(h)]. However,

during thermoacoustic instability, very high value of

betweenness centrality shrinks to the part of region B on the

top the bluff body [Fig. 7(i)].

In the case of the spatial network constructed using

dot product, the closeness centrality is very low during both

combustion noise and intermittency [Figs. 7(j) and 7(k)].

However, during thermoacoustic instability, the closeness
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centrality is very high [Fig. 7(l)]. Hence, as the turbulent

combustor transits from combustion noise to thermoacoustic

instability, the closeness centrality of the entire flow field

increases. Thus, during thermoacoustic instability, if we give

any perturbation to the flow field at any of the grid points, it

affects the entire flow field in a very short period of time.

The findings from analysing the topology of network

constructed using dot product suggest that during thermo-

acoustic instability, the significance of region B in determin-

ing the flow dynamics increases. Further, we observe that

betweenness centrality is maximum in the part of region B

lying on the top of the bluff body. This suggests that this

part of the region B determines the dynamics during thermo-

acoustic instability both through local and long range

correlations.

From the perspective of reactive flow, this location is

where the vortices shed from the dump plane impinge and

produce bursts of high heat release rate.29 These bursts of

high heat release rate translate into maximum acoustic power

production in that location and also make this region the part

of the flow that separates the region of high acoustic power

production from the rest of the flow [Fig. 6(f)]. It is well

known that the acoustic power production is enabled by the

oscillatory behavior of the heat release rate. Since the region

on the top of the bluff body is where the burst of oscillations

of heat release rate happen, it is interesting that this region

also emerges as the most critical region in determining the

dynamics of the reactive flow field.

V. CONCLUSION

In the present study, we have performed spatial network

analysis on a bluff body stabilized turbulent combustor dur-

ing the transition from stable combustion to thermoacoustic

instability via intermittency. During each of these three

dynamical regimes of combustor operation, a spatial network

is constructed based on the correlation between the velocity

time series obtained from particle image velocimetry (PIV)

using both Pearson correlation and dot product. Complex

network measures such as degree, local clustering coeffi-

cient, betweenness centrality, and closeness centrality are

analysed during the transition from combustion noise to

thermoacoustic instability.

We mainly find that during combustion noise, the net-

work centrality measures such as degree and closeness

centrality are very high for the bluff body wake suggesting

that the dynamics during combustion noise is controlled by

the bluff body wake. During intermittency, the bluff body

FIG. 7. Spatial distribution of degree, local clustering coefficient, betweenness and closeness during combustion noise, intermittency and thermoacoustic insta-

bility obtained by constructing a spatial network using dot product keeping the link density to be 50%.
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wake still retains its importance. Other regions of the flow

field such as the dump plane wake and the region between

the outer and inner shear layer have higher values of network

centrality measures during intermittency when compared to

that at combustion noise. However, during thermoacoustic

instability, the bluff body wake loses its importance.

Whereas the shear zone, the region between the outer and

inner shear layer, which was the least important region dur-

ing combustion noise with very low values of degree and

closeness, emerges as the most critical region during thermo-

acoustic instability. The present analysis suggests that the

region downstream of the dump plane which witnesses

periodic formation of large coherent structures during

thermoacoustic instability is not the most critical region in

determining the flow dynamics during thermoacoustic insta-

bility. It is the region between the outer and inner shear layer

that controls the dynamics during thermoacoustic instability.

The analysis of topology of spatial network constructed

based on dot product suggests that the part of the flow in the

shear zone on top of the bluff body is possibly the ideal loca-

tion for control strategies to be applied upon to mitigate

thermoacoustic instability.
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APPENDIX: OPTICAL DIAGNOSTIC TECHNIQUES

A high speed CMOS camera (Phantom - v 12.1) is used

to capture the OH* chemiluminescence with a narrow band-

width filter centred at 308 nm (FWHM 612). The images are

acquired at a frame rate of 2000Hz with a resolution of

800� 600 pixels. The exposure time is chosen as 500 ls.

The camera is outfitted with a 50mm ZEISS camera lens at

f/2 aperture. A measurement domain of 59mm� 33mm is

captured on 743� 416 pixels of the camera sensor. This

region is located at 28mm downstream of the dump plane. A

total of 5000 images are captured at each of the three dynam-

ical regimes of combustor operation, namely, combustion

noise, intermittency, and thermoacoustic instability.

We obtain Mie scattering images for the high speed PIV.

The flow is seeded with TiO2 (Kronos make - product - 1071)

particles of diameter 1lm. We chose this size of the seeding

particle such that it faithfully follows the fluid flow. However,

the test section windows get clouded due to the small size of

the particles. Hence, at each run of an experiment, we record

the data only for one or two equivalence ratios depending on

the clouding of the test section windows. The flow is illumi-

nated with a single cavity double pulsed Nd:YLF

(Neodymium-doped yttrium lithium fluoride) laser

(Photonics) with a wavelength of 527 nm and a pulse duration

of 110 ns. The repetition rate of each of the two pulses is

2 kHz. The laser beam is directed towards the test section

using a set of right angle prisms and a pair of convex lenses of

focal length 500mm and 50mm. The laser beam is then

expanded into a laser sheet of 2mm thickness using 600mm

spherical lens and �16mm cylindrical lens. The laser sheet

enters the test section through a narrow slit (400mm� 5mm)

made up of quartz, located on top of the combustion chamber.

The time delay between the two pulses is carefully chosen

between 15 and 25 ls for various equivalence ratios (or flow

rates) such that the maximum pixel displacement of the par-

ticles between the two laser pulses is approximately in the

range of 4–7 pixels. We ensure that the maximum displace-

ment does not exceed 1/4th of the size of the interrogation win-

dow. These parameters are chosen to avoid in plane loss of

particles during the PIV evaluation. The Mie scattering image

pairs are captured using a high-speed CMOS camera (Photron

FASTCAM SA4), synchronized with the laser, outfitted with

a ZEISS camera lens of 100mm focal length with aperture at

f/5.6. The camera can be operated at a maximum of

1024� 1024 pixel resolution. The image pairs are captured at

a frame rate of 1000Hz. The measurement domain of length

59mm and width 33mm, located at the centre span of the

bluff body, covers a region of 968 pixels� 541 pixels on the

sensor. A bandpass optical filter centred at 527 nm (FWHM

10nm) is placed in front of the camera to filter the flame and

other background luminosity. The scattered light from the par-

ticles is roughly distributed over two pixels. A medium parti-

cle image density is ensured for all the flow rates.

The Mie scattering images were processed using PIV

view software. The velocity vectors are calculated using a

cross-correlation algorithm with a grid refining multi pass

approach and least square Gauss fit peak search scheme.55

For high equivalence ratios (low flow rates), we start the

multipass analysis with 192� 192 pixels grid size and ended

with 32� 32 pixels grid size. A 50% overlap is chosen

between the interrogation windows. However, for lower

equivalence ratios (higher flow rates), the analysis was

started with 192� 192 pixels followed by 4 passes and ended

with a final grid size of 48� 48 pixels to reduce the loss of

correlation. An overlap of 65% is chosen between the inter-

rogation windows for these flow rates. The pixel displace-

ment, ideally, should be 1/4th of the size of the interrogation

windows used for PIV. However, we are restricted in reduc-

ing the size of the interrogation windows, to obtain the ideal

pixel displacement of 1/4th of the interrogation window, due

to the medium density of particles in the field of view which

could result in more outliers. We chose the grid size and the

overlap such that the resolution of the velocity field is

approximately the same for all the flow rates. This results in

a vector spacing of approximately 1mm for all the flow

rates.

Post processing algorithms are used to detect and

replace a small number of spurious vectors. First, to detect

spurious vectors, we used the maximum displacement test

with appropriate thresholds for different flow rates.56 This is

based on the expected bulk flow velocities in the test section.

Additionally, a vector difference filter, which calculates the

magnitude of the vector difference of a particular vector in
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question to each of its eight neighbours, is also used to detect

spurious vectors.56 A threshold of two pixels is chosen for

the vector difference filter. In total, less than 1% of the total

velocity vectors are detected as spurious vectors and

replaced with values obtained from bilinear interpolation.

The uncertainty in the PIV evaluation arises out of the choice

of the short pixel displacement. For the chosen methods of

analysis of PIV images, estimation accuracies of the order of

1/10th to 1/20th pixels are realistic for 32� 32 pixel samples

from 8 bit digital images. The velocity uncertainty, in the

current study, is approximately between 1.25% and 2.5%

based on subpixel resolution between 0.05 and 0.1 for

32� 32 interrogation windows56 for low flow rates where

the size of the interrogation window is 32� 32 pixels.

However, for higher flow rates, the uncertainty in velocity

measurements could increase to 5% due to the use of

48� 48 interrogation windows. For the current study, we

present the data obtained from simultaneous pressure, high

speed flame imaging, and PIV measurements at three differ-

ent equivalence ratios corresponding to combustion noise (u

¼ 0.98), intermittency (u ¼ 0.82), and thermoacoustic insta-

bility (u ¼ 0.63), respectively.
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