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ABSTRACT

The focus of this work is the study of lift enhancement in flapping hover flight using numerical simulations. An idealized set of kinematics
for a NACA0012 airfoil consisting of sequential translations and rotations is considered for this purpose, such that the Cl response can be
demarcated into translational and rotational parts, which facilitates comparison of forces attributed to translation and rotation. Addition-
ally, comparisons with pure translation and pure rotation are done to isolate the effect of wing–wake interactions. The investigation reveals
that the majority of lift is produced in the translational phase. The wing–wake interactions affect the translational phase of the response
more than the rotational phase. However, the rotation rate determines the extent of influence of wing–wake interactions on the transla-
tional lift response. The effect of different durations of overlap between the translational and rotational motions is also assessed based on
the Cl time histories and mean Cl, and the study reveals that an optimum duration of overlap can maximize the lift. An immersed-boundary
method with integrated surface-load reconstruction capabilities is used for the computations presented here. The reconstruction of the sur-
face stresses and their integration are carried out with the framework of a parallel solver. The method is validated for a flow past a NACA0012
airfoil executing a non-periodic plunge motion and a non-periodic pitch/plunge motion and a flow around an elliptic airfoil executing
a flapping motion.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0004021., s

I. INTRODUCTION

Insects flap their wings to generate the aerodynamic forces
required to keep them afloat and to perform acrobatic maneu-
vers. Flapping flight is known to generate high aerodynamic forces
as compared to the fixed-wing flight. The reason for this is that
the underlying fluid phenomena are highly unsteady.1 The factors
responsible for the production of high lift are1 leading-edge vortex
(LEV) formation (delayed stall), rotational forces, and wing–wake
interactions.

Dickinson et al.2 performed experiments on dynamically scaled
models of insects to analyze the flow field and forces experienced
in flapping flight. The effect of the timing of rotation (symmetric,
delayed, and advanced) on the flow-field and the forces experienced
by the wing were investigated. From the total force, a quasi-steady
translational component was subtracted to reveal peaks that were
attributed to rotational forces and wake capture. Two distinct peaks
were reported, one of which varied with the timing of rotation

and the other did not. It was, therefore, inferred that the former
peak is due to rotation and the latter is due to wing–wake interac-
tions. It was, thereby, concluded that, to sustain high lift, the peaks
due to rotation and wake capture are important mechanisms in
insect flight. Early computational studies were performed by Liu
and Kawachi3 for a fluid flow past the three-dimensional hawk-
moth wing in hover. It was reported that most of the lift generated
was in the downstroke and latter half of the upstroke. Addition-
ally, it was also reported that, during pronation and supination,
forces generated were relatively smaller. Wang4 reported that a two-
dimensional approach to flapping can also explain lift enhancement.
Wang simulated an elliptic airfoil undergoing a sinusoidal transla-
tion and rotation at a stroke plane of π/3. Positive lift, sufficient
to counter the weight of a dragonfly, and thrust were predicted
by the simulation. Wang et al.5 later also discussed the differences
in 2D and 3D flapping scenarios and reported the behavior of the
leading-edge vortex in each of these cases. Sun and Tang6 per-
formed a computational study with kinematics similar to the one
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considered by Dickinson et al.2 The study reported that a peak
that was attributed to the wing–wake interaction (wake capture) by
Dickinson et al. was in fact due to the rapid acceleration of the air-
foil at the beginning of the stroke. The 3D computational work of
Wu and Sun7 systematically analyzed the effect of various kinematic
parameters on lift generation. The effects of varying Re, duration
of rotation, timing of rotation, and stroke amplitudes were consid-
ered. It was reported that, with increasing Re, Cl increased and Cd

dropped. Reducing the duration of rotation revealed peaks in the
Cl history; however, the mean Cl was found to be quite insensitive
to the duration of rotation. As far as the timing of rotation is con-
cerned, it was reported that advancing the rotation with respect to
the end of the stroke generated a higher mean Cl. They reported
that the stroke amplitude greater than 90○ does not affect the
forces significantly. However, for values below 90○, it was reported
that Cl dropped significantly with reducing stroke amplitude. Sud-
hakar and Vengadesan8 performed similar studies on an airfoil flap-
ping along an inclined stroke plane. Their work reported that the
mean vertical force (C̄v) reduced with reducing Re and increas-
ing stroke amplitude, and delaying the rotation timing increased
C̄v. The effect of varying the rotational speed on C̄v was found
to be negligible.

Along similar lines, many researchers have studied force gener-
ation in insect flight through wing kinematics. Bos et al.9 performed
computational studies to compare the overall forces produced by
different kinematic models existing in the literature. Zheng et al.10

combined a low-fidelity blade element model with a high-fidelity
Navier–Stokes solver to understand the flight of a hawkmoth with
respect to the lift forces generated and the power requirements.
Sarkar et al.11 investigated the effect of asymmetric flapping kine-
matics on forces using a discrete vortex method. Recently, Bhat
et al.12 studied the effect of kinematics ranging from the harmonic
model to the robofly model, on the lift forces. They reported that
while the overall lift history changed with translational kinematics,
the magnitude of the peaks near stroke reversal was strongly influ-
enced by the pitch kinematics. Bluman and Kang13 studied the effect
of wing–wake interactions on longitudinal stability by comparing
the predictions of computational fluid dynamics (CFD) simulations
that incorporated wake effects and those of quasi-steady models that
neglected wake effects and thereby reported that wake effects can
lead to destabilization.

Although lift production in insect flight has been studied in
the past by considering quasi-steady models,2,14 and varying kine-
matic parameters,7,8 they report enhancement of lift due to a com-
bination of the three aforementioned lift enhancement factors, and
there is less clarity on how and to what extent each of these fac-
tors is individually responsible for lift enhancement. The primary
aim of this work is to understand using computational simulations
how each of these factors affects lift generation and to what extent
they contribute to the overall lift. For this purpose, an idealized set
of kinematics was adopted for a NACA0012 airfoil with sequential
translations and rotations. For this set of kinematics, the airfoil never
rotates and translates simultaneously at any point in the flapping
cycle. In reality, the translation and rotation overlap near the end
of the stroke, and this overlap may have an effect on the history of
the forces experienced by the airfoil, which is also explored in this
work. However, the reason for adopting kinematics without overlap
is that the lift history can be demarcated into a translational part and

a rotational part, and the lift peaks can be compared. In addition,
the effect of wing–wake interactions can be measured by compar-
ing the translational and rotational parts with the corresponding
pure motions (pure translation being the airfoil translating from one
end of the stroke to the other starting in a quiescent medium and
pure rotation being the airfoil rotating in a quiescent medium to
start with). This work makes use of a direct-forcing immersed-
boundary method (IBM)15,16 for the numerical simulations of the
flapping airfoil. IBMs provide an attractive option for the simula-
tion of insect aerodynamics as these methods do not require expen-
sive re-meshing of the grid due to the motion/deformation of the
underlying (immersed) object like a flapping wing, past which the
flow is simulated. Peskin, who first proposed this method,17 has
used the IBM18 for investigation of the clap and fling mechanism
in insects. Chen et al.19 used the IBM to analyze the leading-edge
vortex formation in the flow past an accelerating plate. Vanella
et al.20 used the IBM with Fluid–Structure Interaction (FSI) to study
the flexibility of a hovering wing. Sudhakar and Vengadesan8 stud-
ied the effect of kinematic parameters on the flight performance
of inclined stroke plane hovering. Kumar et al.21 employed the
immersed-boundary method coupled lattice Boltzmann method to
study the clap and fling motion. Xie and Huang22 used immersed-
boundary methods to investigate the flow field around two tandem
flapping airfoils. More recently, Li et al.23 used the computations
from immersed-boundary methods to corroborate their experi-
mental work investigating the flight of a dragonfly during takeoff.
Zhang and Huang24 investigated the flight of a hovering mosquito
using an immersed-boundary method and reported that the advec-
tion of the trailing-edge vortex (TEV) and the production of the
leading-edge vortex (LEV) were responsible for the peaks in the lift
time history.

An important aspect of an aerodynamic investigation is the
determination of the aerodynamic forces acting on the airfoil/wing.
While this is relatively straightforward to do for CFDmethods using
conventional body-conformal meshes, the same is not true for IBMs,
wherein the immersed surface is not generally a grid line, and as
such, interpolation/extrapolation procedures are required to deter-
mine the pressure and shear stress at the airfoil surface. In this work,
the methods proposed by Bharadwaj and Ghosh16 are used, wherein
estimation of surface stresses, both pressure and shear, has been
performed using inverse-distance based interpolation methods. The
surface-load reconstruction methods are validated for flows past a
NACA 0012 airfoil executing a non-periodic plunge motion and25 a
non-periodic pitch/plunge motion25 and an elliptic airfoil executing
a flapping motion.4

The outline of the rest of this paper is as follows. Section II
discusses the IBM used in this work. Section III presents simula-
tions of a non-periodic plunging NACA 0012 airfoil, a non-periodic
pitching/plunging NACA 0012 airfoil, and a periodically flapping
elliptic airfoil. Next, Sec. IV discusses the kinematics considered
and presents the results and discussions. Finally, the conclusions are
presented in Sec. V.

II. METHODOLOGY

This section presents some details of the IBM used and
the reconstruction methods used to determine the stress at the
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immersed surface. A brief discussion is also presented on the strat-
egy adopted to mitigate the problem of freshly cleared (FC) cells.26

Specific details of the flow solver used are also presented.

A. Immersed-boundary method (IBM)

The IBM used in this work was initially developed for
incompressible flows by Choi et al.27 and subsequently extended
to compressible flows by Ghosh et al.28 The IBM is integrated
to the REACTMB solver29 developed at North Carolina State
University.

In this method, a direct-forcing approach is used to imple-
ment the boundary conditions implicitly at the IB surface. The
immersed boundary is rendered as a collection of points with the
associated (local) surface-normal, and the grid cells are classified
into three categories: interior cells, band cells, and field cells, based
on a signed distance function (ϕ) that makes use of concepts from
computational geometry. The signed distance function27 is defined
as

ϕ(x⃗k, t) ≙ sgn((x⃗k − x⃗s) ⋅ n̂s) × ∥x⃗k − x⃗s∥. (1)

In the above equation, x⃗k is the position vector of the kth cell-center,
x⃗s is the position vector of the nearest surface point, and n̂s is the
unit outward normal to the immersed surface at the nearest surface
point. This is illustrated in Fig. 1. If ϕ < 0, the cell is classified as
an interior cell; if ϕ > 0 and one of the neighboring cells is an inte-
rior cell, then the cell is classified as a band cell, or otherwise, it is
classified as a field cell. Figure 2 illustrates the classification of the
grid cells.

1. Solution forcing

The band cells are critical for the IBM since the solution forcing
is performed in these cells, in order to implicitly satisfy the wall-
boundary conditions. In order to apply forcing of solution in a band
cell, an interpolation point and its flow properties are constructed
at a position along the normal (shown in Fig. 2) to its nearest sur-
face point.27 Subsequently, the solution at the band cells is recon-
structed.28 Specifically, the velocity at a band cell is reconstructed
as

FIG. 1. Calculation of signed distance function.

FIG. 2. Classification of cells and forcing of tangential velocity.

uB,i − uw,i ≙ uT,i(dI)(dB
dI
)k + uN,i(dI)g(ρ,dI ,dB),

uN,i(dI) ≙ (uj(dI) − uw,j)njni,
uT,i(dI) ≙ (ui(dI) − uw,i) − uN,i(dI).

(2)

In the above equation, uB ,i is the velocity at the band cell, uw ,i is
the velocity at the nearest wall (surface point), uT ,i and uN ,i are
the tangential and normal velocities (relative to the surface) at the
interpolation point, respectively, dB and dI are the distances of the
band cell center and the interpolation point from the surface point,
respectively, and g(ρ, dI , dB) is a scaling function. The derivation
of the scaling function is presented in Ghosh et al.28 The tangen-
tial velocity in the band cell is made to follow a power law (k),
which is set to unity for laminar flows and 1/7 for turbulent flows.
Figure 2 shows the schematic of the reconstructed tangential veloc-
ity profile normal to the surface at the band cell obtained using
a power law. Walz’s relation is used to force temperature at the
band cells.28 The pressure at the band cell is extrapolated from the
interpolation point, and the density is obtained by applying
the equation of state using the reconstructed values of temperature
and pressure.

2. Stress reconstruction at the immersed surface

Inverse-distance based interpolation methods are used to
reconstruct the pressure and shear stress at the immersed surface.
Specifically, pressure is reconstructed using the Inverse Distance
Weight (IDW) method16 and shear stress is determined using the
interpolated gradients of velocity at the surface.16 A 3 × 3 stencil of
cell-centers built around the surface point (C) is shown in Fig. 3.
The stencil is centered around cell-center B, which is the closest cell-
center to the surface point. The prerequisite for a stencil to be used in
the surface stress reconstruction is the presence of at least one field
cell. The pressure at the surface point is then reconstructed using
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FIG. 3. Inverse Distance Weight (IDW) reconstruction.

IDW as

PIB ≙ PC ≙ ∑i Pi/di∑i 1/di , (3)

where the summation holds over the field and band cells of the sten-
cil and di(≙ ∣⃗r∣) is the distance between the cell-center (A) and the
surface point (C).

For the reconstruction of the viscous stress, first, the velocity
gradients at the field-cell centers are interpolated using the IDW
method onto the surface. Subsequently, the viscous stress tensor
at the surface point is constructed using the interpolated velocity
gradients as

˜̃τ ≙ τij ≙ μ(∂ui
∂xj

+
∂uj

∂xi
) − 2

3

∂uk
∂xk

δij, (4)

The traction vector at the surface point is then written in terms of
the surface stresses as

ftraction ≙ pn̂ + ˜̃τ ⋅ n̂. (5)

The traction vectors are subsequently integrated along the sur-
face to estimate the loads. In the work presented here, the pro-
cedure of reconstruction and integration of surface stresses is
incorporated into the parallel framework of the solver, such that
the loads are calculated during the computation of the simula-
tion. This, therefore, obviates the need to store large amounts
of data to be processed offline. The surface stress reconstruction
and integration in a parallel solver framework is elaborated in
the Appendix.

3. Freshly cleared cells

When the immersed-body (IB) moves with respect to the grid,
some cells that lie inside the solid domain, which are interior cells,
emerge into the fluid domain. Such cells are known as freshly cleared

FIG. 4. Freshly cleared cells in a moving boundary problem: “B,” band cells, “I,”
interior cells, and “FC,” freshly cleared cells.

(FC) cells.30 An issue with FC cells is that these may not con-
tain data that are not physically correct. Figure 4 shows an inte-
rior cell (I) at the time level “n,” becoming a freshly cleared (FC)
cell at the time level “n + 1.” An issue that arises due to the pres-
ence of non-physical data in these FC cells, which are also band
cells, is that it can lead to the construction of non-physical fluxes
at the interfaces of freshly cleared and field cells and consequently
introduce error in the solution. To avoid this issue in this work,
the FC cell is populated with a volume-weighted average of the
solution of the surrounding band cells, as shown in the following
equation:

ϕ
n+1,1
FCC ≙ ∑i ϕ

n
i Vi

∑i Vi
, i ⊂ band cell neighbors, (6)

where the second superscript of ϕn+1,1FCC indicates that the
volume-weighted average is populated in the FC cells at the start
of the first sub-iteration of the (n + 1) th time-step. It is noted
that the time-step used for the simulation gets restricted by the
motion of the IB, which is not allowed to move by more than
a distance of one cell width during a time step. The reason
for this restriction is that if the IB moves by large distances, it
might end up generating freshly cleared cells from deeper within
the solid domain, which will not have any band cell neigh-
bors. Therefore, a volume-weighted average [as in Eq. (6)] can-
not be performed, and consequently, the solution would become
erroneous.

B. Solver details

An in-house, parallel, finite-volume solver REACTMB31 has
been used for the simulations presented in this work. The solver
integrates the unsteady discretized Navier–Stokes equations in time
using the Crank–Nicolson scheme, which is implicit and second-
order accurate in time. Higher-order reconstruction of the state
variables at the cell interfaces is done using the piecewise parabolic
method.32 Inviscid fluxes are constructed using the low-diffusion
flux splitting scheme,33 and viscous fluxes are constructed using
central differences. The IBM discussed earlier in this section is inte-
grated with the solver REACTMB.31 To do this in the framework
of an implicit time-integration method (applied for all the cells) that
results in the formation of a coupled system of equations, the explicit
residual vector for each cell is reconstructed as shown in the follow-
ing equation, wherein the Navier–Stokes residual is combined with
a source term that relaxes the primitive variable vector in the band

Phys. Fluids 32, 051901 (2020); doi: 10.1063/5.0004021 32, 051901-4

Published under license by AIP Publishing



Physics of Fluids ARTICLE scitation.org/journal/phf

cells to its reconstructed value (VB ,i):
31

R
n+1,l
i ≙ (1 −G)Rn+1,l

i,NS +G

⎡
⎢
⎢
⎢
⎢
⎣

V
n+1,l
i −Vn+1,l

B,i

Δt

⎤
⎥
⎥
⎥
⎥
⎦

. (7)

In the above equation, Rn+1,l
i is the residual vector, Rn+1,l

i,NS is the resid-
ual of the Navier–Stokes equations, l is the sub-iteration index, and
G is a Heaviside function that is defined to be zero in the field
cells and unity in the band (and interior) cells. Therefore, in the
field cells, the solver uses the residual of Navier–Stokes equations

R
n+1,l
i,NS to obtain the solution, and in the band cells, the solution

relaxes to the forced values that are determined as discussed in
Sec. II A 1. The REACTMB solver in conjunction with the IBM
has been previously used to conduct parametric studies of flow-
separation-control devices.28,34,35 In this work, the solver with the
integrated IBM is used to conduct simulations of flows past moving
airfoils.

III. VALIDATIONS

This section presents the results of a flow past a NACA 0012
airfoil performing a non-periodic plunge motion and a NACA 0012
airfoil performing a non-periodic pitch/plunge motion and flow
around a flapping elliptic airfoil. The computational details are tab-
ulated in Table I. It is noted that the Mach (M) and Reynolds (Re)
numbers defined for the former case are based on the free-stream
velocity, while for the latter, they are based on the maximum speed
of translation of the elliptic airfoil.

A. NACA 0012 airfoil executing non-periodic plunge

This case involves a non-periodic plunge motion of a NACA
0012 airfoil that has its chord line parallel to the x-axis.25 The
kinematics is given by the following equation:

y(t) ≙ 0.25t2(3 − t). (8)

The simulation starts at t = 0 s and ends at t = 2 s. At t = 2 s, the airfoil
reaches a vertical distance of 1 unit from where the motion started
and comes to rest. The free-stream flow is aligned to the x-axis. A
rectangular domain is used, and the domain extents are mentioned
in Table I. The boundary conditions used are the velocity inlet at the
left boundary and pressure outlet at the other boundaries.

TABLE I. Simulation details.

NACA 0012 airfoil Elliptic airfoil

M 0.2 0.3
Red 1000 157
Domain extents X ⊂ [−10c, 10c] X ⊂ [−20c, 20c]

Y ⊂ [−10c, 10c] Y ⊂ [−10c, 10c]
Grid size (cells) 780 × 1400 × 1 600 × 712 × 1
Grid resolution (δmin) (m) 1 × 10−3 5 × 10−3

Time step (s) 5 × 10−4 5 × 10−6

Amplitude (A) . . . 2.5 m
Chord/diameter (c/D) 1 m 1 m
Frequency (f ) . . . 40 Hz

FIG. 5. NACA 0012 airfoil in non-periodic plunge: comparison with data in the
literature.

Figure 5 shows the Cl and Cd time histories obtained from the
IBM closely matching with data from the literature.25 The grid and
the time-step used for the IB simulation are derived from the grid
and time-step convergence studies, respectively.

B. NACA 0012 airfoil executing non-periodic pitch
and plunge

This case involves a non-periodic pitch and plunge motion of
a NACA 0012 airfoil.25 The kinematics is given by the following
equations:

y(t) ≙ 0.25t2(3 − t), (9)

θ(t) ≙ π

3
t
2(t2 − 4t + 4), (10)

where y is the y-coordinate of the pivot point that is at a distance
of one-third chord from the leading edge and θ is the pitch angle of
the airfoil. The simulation starts at t = 0 s and ends at t = 2 s. The
free-stream flow is aligned to the x-axis. A rectangular domain is
used, and the domain extents are mentioned in Table I. The bound-
ary conditions used are the velocity inlet at the left boundary and
pressure outlet at the other boundaries.

Figure 6 shows the Cl and Cd time histories obtained from the
IBM closely matching with data from the literature.25 The grid and
the time-step used for the IB simulation are derived from the grid
and time-step convergence studies, respectively.

C. Flapping elliptic airfoil

The flow around a flapping elliptic airfoil presented here is
taken from the work of Wang,4 and the details of the flow setup are
tabulated in Table I. The kinematics of the airfoil is given by

A(t) ≙ Ao

2
∥cos(2πt/T) + 1∥, (11)

α(t) ≙ π

4
∥1 − sin(2πt/T)∥, (12)
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FIG. 6. NACA 0012 airfoil in non-periodic pitch–plunge: comparison with data in
the literature.

where A(t) is the position along the stroke plane inclined at 60○

with the horizontal and α(t) is the angle of attack. An illustration
of the flapping motion is presented in Fig. 7. The Mach num-
ber (M) and Reynolds number (Re) are based on the maximum
translational velocity (=πAof ). The Mach number is restricted to
0.3, such that the flow remains in the incompressible flow regime.
The frequency of flapping is 40 Hz. As in the previous case, a
rectangular domain is used, the extents of which are tabulated
in Table I. The far-field boundary condition is used at all the
boundaries.

Figures 8(a) and 8(b) compare Cl and Cd predicted by the IB
simulation with the data in the literature4 wherein the vertically
upward direction is taken as the direction of positive lift and the

FIG. 7. Elliptic airfoil in a flapping motion: schematic showing kinematics.

FIG. 8. Elliptic airfoil in a flapping motion: force coefficients compared with data in
the literature; (a) Cl comparison; (b) Cd comparison.

rightward direction is taken as the direction of positive drag. The
grid and the time-step used for the IB simulation are derived from
the grid and time-step convergence studies, respectively. It is seen
that Cl and Cd time histories are within the range observed in the
literature.4,8,36 It is seen that, for most of the flapping cycle, Cl > 0
and Cd < 0. This implies that the flapping mechanism produces not
only lift but also thrust.

IV. LIFT ENHANCEMENT STUDY IN FLAPPING FLIGHT

In this section, the problem of flapping hover flight is consid-
ered. The methods developed for the reconstruction and integration
of surface stresses are applied to this problem. In the idealized kine-
matics chosen, at no point in the flapping cycle does the airfoil
translate and rotate simultaneously. The reason for adopting this
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approach is that it will help in demarcation of the Cl response into
a translation part and a rotation part and thus facilitate comparison
of the lift values attributed to each phase. In addition, comparison of
cases of pure translation and pure rotation (without the presence of
shed vortices of previous strokes) is performed with that of the peri-
odic motion in order to assess the influence of the wing–wake inter-
actions on the Cl time history. Finally, cases with overlap between
translational and rotational motions are considered, to assess the
influence on the Cl time history and mean Cl.

The outline of this section is as follows: the kinematics and
computational details associated with the simulations are discussed
first; this is followed by the presentation of results for the case of pure
translation and pure rotation and the three cases of flapping; finally,
the results for flapping cases with overlap in translation and rotation
are presented.

A. Kinematics and computational details

Figure 9 presents the schematic of an airfoil (represented by
its chord) flapping according to the kinematics considered herein.
The airfoil translates from point A to point B in the upstroke,
with the orientation shown by the red solid line. The pitch angle
(α = 45○) remains constant until the airfoil reaches point B. After
reaching point B, the airfoil rotates clockwise to orient itself along
the dotted red line (at a pitch angle of π − α). After the rota-
tion is complete, the airfoil starts to translate once again during
the downstroke, toward point A, at a constant pitch angle. After
reaching point A, the airfoil rotates counter-clockwise in prepara-
tion for the subsequent upstroke. Figure 10 shows the variation of
non-dimensional translational and angular velocities in the flapping
cycle. Here, tt is the duration of translation and tr is the duration of
rotation at the end of the stroke.

Equations (13) and (14) show the kinematics in terms of the
translation and rotational velocities, respectively. These equations
represent the motion for first half of the first flapping cycle. For
the second half, the equations are simply multiplied with negative
unity. In the following equations, t represents the time with respect
to the start of the half cycle, t1 represents the time duration for ramp
up and ramp down of velocity near the end of the stroke, tt is the
duration of translation, and tr is the duration of rotation:

V

Vm
≙
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

−sin[ πt
2t1
], t ≤ t1,

−1, t1 < t ≤ tt − t1,
−cos[ π(t−tt+t1)

2t1
], tt − t1 < t ≤ tt ,

0, tt < t ≤ tt + tr ,

(13)

FIG. 9. Schematic of flapping kinematics.

FIG. 10. Translational and angular velocities during the flapping cycle.

α̇ ≙ ⎧⎪⎪⎨⎪⎪⎩
0, 0 < t ≤ tt
−αmπ
tr

sin[ π(t−tt)
tr
], tt < t ≤ tt + tr .

(14)

The parameters cated in Table II. The Reynolds number and Mho-
sen for the simulations are tabulach number are calculated based on
the maximum velocity of translation (Vm). All the non-dimensional
coefficients such as Cl and Cp reported in this chapter are normal-
ized with respect to the dynamic pressure based on the maximum
translational velocity (Vm). The choice of Re is the same as that
in the work of Dickinson et al.2 The direction of positive lift is
taken to be the vertically upward direction. The grid size and time-
step, Δt, are arrived at after performing a grid convergence study
and time-step independence study, respectively. The frequencies and
time durations of translation and rotation considered are tabulated
in Table III. The frequencies considered are typical values encoun-
tered in insect flight.4 The time durations are chosen such that the
ratio of the duration of rotation to that of translation is around 0.4
for case 3, which is of the same order chosen previously in the lit-
erature.6,7 The domain and the boundary conditions are shown in
Fig. 11(a). The grid, shown in Fig. 11(b), is finely resolved in the
region of flapping. The airfoil positions at the start and end of the
upstroke and downstroke are also shown in the figure.

TABLE II. Parameters for the simulations.

Re 136
M 0.3 (based on Vm)
Length of the stroke 2 c
Pivot 1/4 c
Grid size 480 × 280 × 1 cells
Grid resolution (δmin) 0.005 m

Δt (s) 1.0 × 10−5

αm π/4
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TABLE III. Time durations and frequencies for the three cases.

Case tt (s) tr (s) f (Hz)

Case 1 0.008 92 0.014 32 21.51
Case 2 0.008 92 0.007 16 31.09
Case 3 0.008 92 0.003 58 40.0

B. Grid and time-step independence studies

The grid and time-step independence studies are reported for
the case of pure translation of the airfoil from one end of the stroke
to the other, at a constant pitch angle (αm = π/4 with respect to the

FIG. 11. Computational setup: (a) domain and boundary conditions; (b) grid: one
in every ten grid lines plotted in x and y directions.

TABLE IV. Grid convergence details.

Refinement level Number of cells Cl ,mean

Fine 960 × 560 × 1 1.70
Medium 480 × 280 × 1 1.69
Coarse 240 × 140 × 1 1.55

negative x-axis). The kinematics follows Eq. (13), with the simula-
tion starting at t = 0 (start of translation) and ending at t = tt (end of
translation).

1. Grid convergence study

For the grid independence study, three grids were considered.
The grid sizes are tabulated in Table IV. From Fig. 12, it is seen that
the lift time histories for the medium and fine grids are very close to
each other. This is also reflected in Table IV, which reports the value
of the mean Cl. It is seen that, in comparison with the coarse grid,
the medium and fine grids show very close agreement. Therefore,
the medium grid is used for the rest of the simulations.

2. Time-step convergence study

For the medium grid arrived at from the grid independence
study, three different time-steps were used to simulate the translat-
ing airfoil. The time-steps used are Δt = 1 × 10−5 s, 5 × 10−6 s, and
1 × 10−6 s. Figure 13 shows the Cl history for the aforementioned
time-steps. It is seen that the Cl histories associated with the three
time-steps are virtually indistinguishable, implying time-step inde-
pendence. For simulations performed henceforth, Δt is fixed to be
1 × 10−5 s.
C. Results

The variation of Cl with time for the case of pure translation is
explained with the aid of Cp plots and vorticity contours at selected
time instants. The Cl time history for the cases of pure rotation is

FIG. 12. Grid convergence for pure translation: T is the total time of translation.
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FIG. 13. Time-step convergence for pure translation: T is the total time of
translation.

explained with the aid of vorticity contours and Cp vector plots. The
time periodic response in the cases of flapping is analyzed with the
aid of vorticity contours. It is noted that the vorticity contours pre-
sented in this section are normalized with the ratio of the maximum
speed of translation of the airfoil (Vm) and half stroke length (unity,
in this work). Additionally, the lift forces of the flapping cases are
compared with those of pure translation and pure rotation to high-
light the wake effects, and streamline plots are used to corroborate
the findings. Finally, the Cl time histories and mean Cl for cases of
varying durations of overlap between translation and rotation are
compared.

1. Pure translation

For pure translation, the airfoil translates from point “A” to “B”
(Fig. 9) starting in a quiescent medium, at a constant pitch angle
(αm = π/4 with respect to the negative x-axis). The airfoil follows the
same kinematics as mentioned in Eq. (13). The velocity of the airfoil
ramps up from zero to Vm in a time duration of t1. After attain-
ing velocity Vm, the airfoil translates at that velocity for a duration
tt − 2t1. Finally, the velocity ramps down to zero, again, in a time
duration of t1.

The Cl time history for this case is plotted in Fig. 14. It is
observed that Cl reaches a peak value and then drops to a nearly
constant value for the rest of the stroke. A similar qualitative trend
in Cl was reported by Dickinson et al.,2 although only the constant
value attained was used to derive a quasi-steady estimate for trans-
lational lift. Here, this behavior of Cl is investigated using vorticity
contours and Cp data at the surface.

Figure 15 shows the vorticity contours and the corresponding
Cp data at the surface at selected time instants, as indicated by the
frames “A” to “F” in Fig. 14. The Cp data plots indicate the upper
surface (US) and lower surface (LS) of the airfoil. A frame by frame
description is as follows.

FrameA: In frameA, the airfoil accelerates, creating a low pres-
sure region on the upper surface (US) and a high pressure region on
the lower surface (LS).

FIG. 14. Cl time history for pure translation: T is the total time of translation.

Frame B: In frame B, the airfoil continues to accelerate. The
upper and lower surfaces experience lower and higher pressures as
compared to those in frame A, respectively. This is seen in the Cp

plots. The Cl value steadily increases as a consequence, as seen in
Fig. 14. A trailing-edge vortex forms and grows in size.

Frame C: In frame C, Cl reaches a maximum value. At this time
instant, the shape of the Cp plot changes as compared to the previous
frames. The low pressure zone shifts to the leading edge of the airfoil.
In the vorticity contours, a small region of negative vorticity appears
at the trailing edge, signifying initiation of shedding of the trailing-
edge vortex (TEV).

Frame D: In frame D, the airfoil has stopped accelerating
and is translating at a constant velocity. The negative region vor-
ticity at the trailing edge, associated with the shedding TEV, is
more prominent in this frame. Cl assumes a lower value as com-
pared to that in frame C, as seen in Fig. 14. Following the shed-
ding of the TEV, the leading-edge vortex starts to develop. This
is evident from the vorticity contours and the Cp plot. The blob
of negative (blue) vorticity near the leading edge appears to have
grown from that in frame C, which suggests the formation of the
leading-edge vortex (LEV). The formation of the LEV is also sug-
gested by the fact that the negative peak Cp at the leading edge
decreases.

Frame E: In frame E, the LEV has developed to its full strength.
It is seen in the Cp plot that the pressure has attained its lowest
value on the upper surface. From this frame onward, the value of
Cl remains nearly constant until the start of deceleration.

Frame F: In frame F, Cl is nearly the same as that in frame
E. Although the Cp value at the leading edge drops, the LEV has
moved along the chord, thus extending the low pressure region over
a large area on the upper surface, which results in a similar lift as in
frame E.

Translation, therefore, is seen to generate high values of lift. The
initial surge in lift is attributed to the acceleration of the airfoil. Once
the TEV is shed, the LEV starts to grow. Until the point the LEV is
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FIG. 15. Vorticity and Cp plots at different time instants: (a) frame A; (b) frame B; (c) frame C; (d) frame D; (e) frame E; (f) frame F.

fully formed, there is dip in lift, after which the LEV sustains the lift
until the start of deceleration at the end of the stroke.

2. Pure rotation

In the case of pure rotation, the airfoil rotates clockwise about
the quarter chord point in a quiescent medium from a pitch angle
of αm to π − αm. The Cl response for three cases of pure rotation,
with the respective duration (tr) mentioned in Table III, has been
studied. Figure 16 compares the Cl time history for the three rota-
tion durations. The case with the least duration corresponds to the
highest pitch rate. It is seen that the value of maximum Cl increases
with the rotation rate.

Figures 17–19 show the normalized vorticity contours and Cp

vectors (vectors of magnitude Cp and direction along the inward
normal), for the three cases at three different time instants during
the course of rotation, t/tr = 0.25, 0.5, and 0.75. The reason the

surface pressure is expressed as vectors instead of line/scatter plots
is that the extent of the airfoil along the x-axis changes continu-
ously as the airfoil rotates. The Cp vectors are shown by brown
arrows, and the resultant force vector is shown by a black arrow. The
resultant force vector is scaled to 3 cm/magnitude for the case with
tr = 0.014 32 s and 0.5 cm/magnitude for the cases with tr = 0.007 16 s
and 0.003 58 s, for convenient viewing.

As the airfoil starts to rotate clockwise, it creates a region of
high pressure on the lower surface and low pressure on the upper
surface. This is evident from the Cp vectors in Figs. 17(a), 18(a),
and 19(a). The resultant force vector contributes to positive lift.
As the rotation continues and the airfoil assumes a vertical orien-
tation, the high pressure region on the left side of the airfoil and
low pressure region on the right generate a nearly horizontal resul-
tant force. Consequently, in this position, the contribution to lift is
nearly zero for all three cases [Figs. 17(b), 18(b), and 19(b)]. As the
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FIG. 16. Cl time history for pure rotation.

FIG. 17. Pure rotation (tr = 0.014 32 s): vorticity contours (left column) and Cp

vector plots (right column); (a) t/tr = 0.25; (b) t/tr = 0.50; (c) t/tr = 0.75.

FIG. 18. Pure rotation (tr = 0.007 16 s): vorticity contours (left column) and Cp

vector plots (right column); (a) t/tr = 0.25; (b) t/tr = 0.50; (c) t/tr = 0.75.

airfoil continues to rotate, the lower surface, now, has a low pressure
in comparison with the upper surface, and this generates a resul-
tant force that contributes to negative lift, as seen in Figs. 17(c),
18(c), and 19(c). This trend matches with the Cl history shown in
Fig. 16. It is noted that the terms lower, upper, left, and right are
used for an airfoil surface based on its position with respect to the
chord line.

During the rotation, the vorticity contours appear to qualita-
tively obey Kelvin’s circulation theorem. A region of bound vortic-
ity is generated around the airfoil (blue contours), and a TEV of
opposite polarity (red contours) is also generated. In the case with
highest rotation rate, the bound vorticity and the TEV are strongest,
as seen in the vorticity contours of Figs. 17–19 at corresponding
time instants. The region of bound vorticity plays an important role
in the lift response of the flapping case, as it tends to delay the
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FIG. 19. Pure rotation (tr = 0.003 58 s): vorticity contours (left column) and Cp

vector plots (right column); (a) t/tr = 0.25; (b) t/tr = 0.50; (c) t/tr = 0.75.

formation of the LEV during the subsequent translation. This is so
because the LEV will assume a vorticity opposite in polarity to the
bound vorticity and has to develop against the bound vorticity gen-
erated during the rotation. This will be discussed in Sec. IV C 3.
It is also evident that the size of the TEV (red region of vortic-
ity) progressively increases with the rotation rate. It is worth not-
ing that it is these vortices that form a part of the shed wake in
an airfoil executing flapping, and therefore, the wake interactions
are expected to be more pronounced in cases with higher rotation
rates.

3. Flapping

Figures 20(a)–20(c) show the variation of Cl for the three cases
considered. In cases 1 and 2, as Cl is periodic with every cycle of flap,
the vorticity contours for a single flapping cycle are shown in Figs. 21
and 22, respectively; in case 3, however, as Cl is periodic with every

FIG. 20. Cl time histories for three different flapping frequencies: (a) case 1; (b)
case 2; (c) case 3.

two cycles of flap, the vorticity contours for two consecutive flapping
cycles (3a and 3b) are shown in Fig. 23. In these figures, the positions
of the airfoil at four locations of the flapping cycle are considered.
These are the positions at the beginning and end of translation in the
upstroke, which are labeled P1 and P2, respectively, and the begin-
ning and end of translation in the downstroke, which are labeled
P3 and P4, respectively. The superscript in the caption denotes the
flapping cycle (n). The periodicity of the flow-field is ascertained by
comparing the vorticity contours at position P1 of two consecutive
cycles (n and n + 1) except for case 3 in which the periodicity is ascer-
tained by comparing the vorticity contours at position P1 of flapping
cycles n and n + 2. The purpose of plotting the vorticity contours
is to investigate the reason for different periodicity of Cl across the
flapping cases simulated.

Figures 21(a)–21(d) show the vorticity contours for case 1 at
positions P1 − P4. As the airfoil translates from P1 to P2, the LEV
develops over the upper surface and a TEV is shed into the wake. In
addition, the shed (blue) vortex of the previous stroke in Fig. 21(a)
has advected downward with respect to the stroke plane. As the
airfoil translates to P2 in Fig. 21(b), qualitatively, the interaction
between the shed vortex and the airfoil appears weak. A similar
pattern is observed in the downstroke with respect to positions P3
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FIG. 21. Comparison of normalized vorticity contours: case 1; (a) Pn
1 ; (b) Pn

2 ; (c)

Pn
3 ; (d) Pn

4 ; (e) Pn+1
1 .

[Fig. 21(c)] and P4 [Fig. 21(d)]. The vorticity contours at position
P1 of the subsequent cycle, P

n+1
1 , are shown in Fig. 21(e). The plot is

similar to that in Fig. 21(a), which corresponds to position Pn
1 , thus

reflecting the periodicity of Cl with every cycle of flap, as observed in
Fig. 20(a).

Figures 22(a)–22(d) show the vorticity contours for case 2 at
positions P1 − P4. As the airfoil translates from P1 to P2, the LEV
develops over the upper surface and a TEV is shed into the wake. In
addition, the shed (blue) vortex of the previous stroke in Fig. 22(a)
has not advected downward, as much as in case 1. In addition,
the vortex is stronger than that in case 1. As a result, the interac-
tion between the shed vortex and the airfoil is stronger. A similar
pattern is observed in the downstroke with respect to positions P3

[Fig. 22(c)] and P4 [Fig. 22(d)]. The vorticity contours at position
P1 of the subsequent cycle, P

n+1
1 , are shown in Fig. 22(e). The plot

is similar to that in Fig. 22(a), which corresponds to position Pn
1 , as

FIG. 22. Comparison of normalized vorticity contours: case 2; (a) Pn
1 ; (b) Pn

2 ; (c)

Pn
3 ; (d) Pn

4 ; (e) Pn+1
1 .

expected. Thus, the periodic trend in the vorticity contours in case
2 is similar to that in case 1, which correlates with Cl repeating in
every cycle of flap.

Figures 23(a)–23(h) show the vorticity contours for case 3 for
two cycles of flap. In Fig. 23(a), the shed vortices of the previous
strokes are stronger than those in cases 1 and 2. As the airfoil trans-
lates to position Pn

2 , the blue colored shed vortex advects downward,
as seen in Fig. 23(b). In the downstroke, shown in Figs. 23(c) and
23(d), the flow-field exhibits a similar behavior, with the red col-
ored vortex advecting downward. At position Pn+1

1 , the vorticity
contours shown in Fig. 23(e) appear different from those corre-
sponding to Pn

1 , shown in Fig. 23(a). The orientation of the shed
vortices is different at the same position of the airfoil in two con-
secutive flapping cycles. As the airfoil translates to position Pn+1

2 , the
blue colored shed vortex does not advect downward, as seen in the
previous cycle of flap. It remains in the vicinity of the airfoil and
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FIG. 23. Comparison of normalized vorticity contours: case 3; (a) Pn
1 ; (b) Pn

2 ; (c) Pn
3 ; (d) Pn

4 ; (e) Pn+1
1 ; (f) Pn+1

2 ; (g) Pn+1
3 ; (h) Pn+1

4 ; (i) Pn+2
1 .

interacts with the airfoil, as the latter translates toward Pn+1
2 . Sim-

ilar observations are made in the downstroke with respect to the
red colored shed vortex in Figs. 23(g) and 23(h). The vorticity con-
tours at position Pn+2

1 are shown in Fig. 23(i). The plot is similar to
that in Fig. 23(a), which corresponds to position Pn

1 , thus reflect-
ing the periodicity of Cl with every two cycles of flap, as observed
in Fig. 20(c).

The Cl contributions during translation and rotation are
now investigated, along with the effect of wing–wake interactions.
Figure 24 compares the Cl time history of periodic flapping with that
of pure translation and pure rotation. The Cl time history of pure
translation and pure rotation is overlaid on that of flapping such that
the time window of pure translation matches with that of the trans-
lation part of the flapping response and likewise for pure rotation. In
these figures, the time history of flapping is shown by the black solid
line, and the time histories of pure translation and pure rotation

are shown by solid red and blue lines, respectively. The difference
between the flapping translation response and the pure translation
response is shown by the dashed red line, and the same for rotation is
shown by the dashed blue line. The dashed lines thus show the effect
of wing–wake interactions in each phase (translation and rotation).
In Fig. 24, it is observed that, in all the cases, the translation part of
the flapping response shows a higher positive Cl peak as compared
to the rotation part. In case 1 and case 2, the Cl peaks during rotation
aremuch smaller than theCl peaks in translation due to the low rota-
tion rates. In case 3, the peaks in rotation are higher in magnitude,
but since the two peaks are nearly the same in magnitude but oppo-
site in sense, the net lift generated during the rotation still remains
small, making the translation part a more significant contributor to
lift. The wing–wake interaction in the translation phase (red dotted
line) appearsmore significant inmagnitude, in comparison with that
in the rotation phase (blue dotted line). The wing–wake interaction
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FIG. 24. Comparison of Cl time histories of flapping with those of pure translation
and rotation; (a) case 1 (11th cycle); (b) case 2 (11th cycle); (c) case 3 (11th cycle);
(d) case 3 (12th cycle).

in the rotation phase (blue dotted line) shows highest magnitude at
the beginning of rotation and drops to low values for the rest of the
rotation.

In order to evaluate the extent to which the wing–wake inter-
actions affect the Cl time history, an average quantity is defined
as

∣ΔCl,w∣ ≙ 1

T ∫
translation

∣(Cl,flapping − Cl,pure,t ∣dt

+
1

T ∫
rotation

∣(Cl,flapping − Cl,pure,r ∣dt. (15)

In the above equation, ∣ΔCl,w∣ denotes the change in magnitude of
lift attributed to the wake effects averaged over a flapping cycle,
Cl ,flapping denotes the instantaneous Cl of the flapping case, Cl ,pure ,t

denotes the instantaneous Cl of pure translation, Cl ,pure ,r denotes the
instantaneous Cl of pure rotation, and T denotes the time period
of flapping. The first integral is computed over the two phases of
translation (2tt), and the second integral is computed over the two
phases of rotation (2tr) of the flapping cycle. The values of ∣ΔCl,w∣
for the three cases of flapping are tabulated in Table V along with
the contributions from the translation part ∣ΔCl,w,t ∣ and the rotation
part ∣ΔCl,w,r ∣, as defined by the first and second terms on the RHS of
Eq. (15), respectively.

In Table V, it is seen that the overall influence (including trans-
lation and rotation) of the wing–wake interactions, ∣ΔCl,w∣, increases
with the increase in the rotation rate. In all the cases, the effect

TABLE V. Evaluation of wing–wake interactions: Cl,t,pure = 1.70.

Case ∣ΔCl,w,t ∣ ∣ΔCl,w,r ∣ ∣ΔCl,w∣ Cl,t ΔCl,w,t (%)

1 0.17 0.12 0.29 1.35 −20
2 0.25 0.18 0.43 1.48 −13
3a 0.65 0.13 0.78 1.75 3
3b 0.67 0.17 0.84 1.23 −27

of wing–wake interactions on the translation response, ∣ΔCl,w,t ∣, is
higher than that on the rotational response, ∣ΔCl,w,r ∣. This is also
observed in Fig. 24.

It is also noted that the influence of the wing–wake interac-
tions on the translation response, ∣ΔCl,w,t ∣, increases with increas-
ing rotation rates. This implies that as the rotation rate increases
(or duration of rotation decreases) from case 1 to case 3, the vor-
tices shed into the wake are stronger, and in addition, as the air-
foil returns quickly after stroke reversal, the vortices in the wake
are not allowed much time to dissipate. Therefore, the wing–wake
interactions are seen to be stronger in cases with high rotation
rates.

It is interesting to note that the wing–wake interactions on
rotation (∣ΔCl,w,r ∣) have a narrow band of variation across the three
cases of flapping. As already noted from Fig. 24, it is seen that the
blue dotted line representing the wing–wake interaction in rotation
is maximum at the beginning of rotation and subsequently drops
to values close to zero, in all three cases. This implies that apart
from the effect of the immediate wake of the preceding transla-
tion (translation being identical for all three cases), the shed wake
does not significantly influence the rotational phase. This corrob-
orates the variation of ∣ΔCl,w,r ∣ within a narrow band across the
three cases.

Due to the significant influence of the wing–wake interac-
tion on the translational response, the effect on the mean lift dur-
ing translation is investigated. In Table V, Cl,t is the mean lift
during the translation phase of the flapping cycle and ΔCl,w,t is
the percentage change in lift in comparison with the mean lift
during pure translation, Cl,t,pure. It is seen from the table that
the wing–wake interactions appear to have an adverse effect in
most cases. In cases 1 and 2, the mean lift during the transla-
tion phase of flapping is lower than that of pure translation (−20%
and −13%, respectively). In case 3, however, in one cycle (3a), the
wake interactions marginally enhance the lift (3%), while in the
subsequent cycle (3b), their influence reduces the mean lift quite
significantly (−27%).

This behavior of lift is investigated using streamline plots at the
middle of the translation phase of flapping, as shown in Figs. 25 and
26. Figure 25 shows the presence of an LEV in the middle of the
upstroke. It is seen that the size of the LEV reduces from case 1 to
case 3, with the case of pure translation showing the largest LEV. It
seems, as such, that the growth of the LEV is delayed by the presence
of the bound vorticity of opposite polarity, generated by the rotation
that precedes the translation. Figures 17(c), 18(c), and 19(c) show
the presence of the bound vorticity at the end of rotation, shown
by the blue contour lines surrounding the airfoil, generated during
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FIG. 25. Streamline patterns illustrating the size of the leading-edge vortex; (a)
case 1; (b) case 2; (c) case 3a; (d) case 3b; (e) Pure translation.

rotation. High rotation rates generate high magnitude of bound vor-
ticity. The LEV of the subsequent translation is of opposite polarity
(with respect to the bound vorticity) and, therefore, has to develop
against the existing bound vorticity. Therefore, a higher magnitude
of bound vorticity in the case with high rotation rates causes more
delay in the formation of the LEV. This is the reason for case 3 to
show the smallest LEV among the three cases. It is due to this delay
that all the three cases of flapping show a dip in the Cl response as
compared to the case of pure translation, as seen in Fig. 24. Although
the formation of the LEV is delayed, it still enhances the lift, and
Cl is seen to recover after the dip (Fig. 24). However, the extent of
recovery is decided by the strength and orientation of the vortices in
the shed wake. In Figs. 26(a), 26(b), and 26(d), the wake vortices do
not induce velocities that would aid lift generation of the translat-
ing airfoil. However, in Fig. 26(c), the wake vortices are oriented in
such a way that they induce an additional free-stream velocity, thus

FIG. 26. Streamline patterns in the presence of vortices of the shed wake; (a) case
1; (b) case 2; (c) case 3a; (d) case 3b.

enhancing lift. This is also consistent with values of ΔCl,w,t tabulated
in Table V, which reports an enhancement of lift for case 3a during
translation.

4. Flapping with overlap in translation and rotation

This study investigates the effect of overlap between the trans-
lation and rotation kinematics. The reason for taking up this study
is that, in general, insects translate and rotate the wing simultane-
ously as they flap. The duration of rotation, tr = 0.007 16, is the same
as that for case 2 (Table III). Four durations of overlap, toverlap, are
considered: toverlap = 0.25tr , 0.5tr , 0.75tr , and tr , in addition to case 2
presented in Sec. IV C 3, which is a case of zero overlap, i.e., toverlap
= 0. It is noted that the rotations are symmetric about the end of the
stroke; no advance and delay of rotation with respect to translation is
considered. In cases with overlap unlike the study in Sec. IV C 3, the
Cl time history cannot be demarcated into a translational part and a
rotational part. Therefore, only the Cl peaks and mean Cl for a flap-
ping cycle can be compared. It is noted that lift forces are produced
due to a combination of translational kinematics, rotational kine-
matics, and wing–wake interactions and there is no apparent way to
isolate these effects.

Figure 27 shows the flapping lift response for the different cases
of overlap for the 10th flapping cycle, since the response in all the
cases reaches a periodic state by the 10th cycle. It is seen that the
maximum difference in the peaks, positive and negative, is highest
in the case with zero overlap. The maximum positive peak though is
observed in the case of overlap of 0.25tr , which marginally exceeds
that of the case of zero overlap. The mean Cl, Cl ,mean, for a cycle of
flap for each of the cases is tabulated in Table VI. It is noted that
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FIG. 27. Comparison of Cl time histories for five cases of overlap for the 10th cycle
of flap.

TABLE VI. Comparison of mean Cl for cases with varying overlap.

Duration of overlap Cl ,mean

0 0.91
0.25 tr 1.03
0.5 tr 1.00
0.75 tr 0.82
tr 0.77

Cl ,mean increases from the case of zero overlap to the case with an
overlap of 0.25tr , remains nearly the same for the case with an over-
lap of 0.5tr , and then drops as the overlap increases to 0.75tr and tr .
Thus, a maximum mean lift likely exists for a duration of overlap
between toverlap = 0 and 0.5tr , indicating that an optimum overlap
could enhance lift.

V. CONCLUSIONS

Investigation of the lift-enhancement mechanisms in flap-
ping hover flight is investigated using a discrete-forcing immersed-
boundary method that integrates an online post-processor for
run-time interpolation and integration of surface stresses on the
immersed airfoil. The airfoil kinematics primarily chosen for the
problem includes distinct phases of translation and rotation with no
overlap between the phases. This facilitates comparison of lift forces
attributed to each phase, translation and rotation, and it is observed
that, in all the three flapping cases considered, the majority of the lift
is generated in the translation phase of the flapping cycle. Although
the lift response in the rotational phase is not as significant as that
in the translation phase, the rotation of the airfoil is still an indis-
pensable part of the flapping cycle since it ensures that the airfoil

attains the required orientation before the following phase of trans-
lation starts. This ensures that the succeeding translation generates
positive lift.

To study the effect of wing–wake interactions on lift genera-
tion, the lift response of the translational phase and rotational phase
during flapping is compared with that of pure translation and pure
rotation, respectively, wherein the difference in the corresponding
response quantifies the effect of the wing–wake interactions. It is
observed from the results that wing–wake interactions affect the
translational phase of flappingmore than the rotational phase. In the
case of rotation, the difference between the flapping response and
the pure response is highest at the beginning of rotation due to the
effect of the immediate wake generated by the preceding translation.
For the rest of the duration of rotation, the wing–wake interactions
are much lower in magnitude. The effect of wing–wake interactions
on the translational response, however, varies with rotation rates,
with an increase in the magnitude of the wing–wake interaction with
increased rates of rotation. This happens due to the fact that when
the rotation rate is high, the vortices shed into the wake are stronger.
Furthermore, due to the reduced time of rotation, the airfoil returns
quickly in the subsequent stroke, without allowing much time for
dissipation of the vortices in the wake that results in stronger inter-
actions of the wake vortices with the translating airfoil. Based on
the investigation presented here, it is inferred that contrary to the
general notion, wing–wake interactions do not always result in lift
enhancement, but their effects are dependent on the strength and the
orientation of the shed vortices that in turn depend on the rotation
rates.

Finally, flapping with overlap in the translational and rotational
motions is also considered, and the duration of overlap is varied. It
is found that the mean lift follows a trend that suggests the pres-
ence of an optimum duration of overlap for which the mean lift is
maximized.
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APPENDIX: SURFACE DATA AND LOAD ESTIMATION

In order to estimate the forces acting on the immersed object,
inverse-distance based interpolationmethods16 have been integrated
with the solver in the present work. This facilitates the calcula-
tion of surface pressure/shear stress as well as integrated loads,
lift and drag, during the simulation. The load is integrated in
a piecewise manner in each block and summed over the entire
surface spanning across blocks, using Message Passing Interface
(MPI) commands.

In a parallel framework of the solver, the immersed-boundary
is present across multiple blocks of grid that are handled by sepa-
rate processors. In the IBM used here, the entire immersed bound-
ary is stored on all the processors. To illustrate, the coordinates of
the circle shown in Fig. 28(a), representing the immersed-boundary,
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FIG. 28. Load estimation in a parallel solver framework: (a) immersed-boundary
spanning across multiple blocks/processors; (b) near block boundary.

are available on all the four processors. However, each processor,
thereon, separately interpolates pressure and shear stresses only in
the part of the immersed-boundary lying inside the block assigned
to it. This is followed by integration of the stresses to find the forces
on that part of the immersed-boundary. In order to do this, pan-
els (or line elements) are constructed between every pair of adjacent
points on the immersed boundary, and the interpolated values of the
stresses (due to pressure and shear) at its end points are used for the
calculation of forces using the trapezoidal rule.

However, the process of force estimation on the panels (or line
elements) requires some modification near the boundaries of the
blocks, wherein a panel straddles adjacent blocks. To illustrate, in
Fig. 28(b), processor 1 integrates the loads not only on panels that
lie between point A and point B but also on the panel BC that spans
the block/processor boundary. The reason is that when processor
2 integrates the loads on the part of the immersed-boundary lying
inside its assigned block, the process would start at point C and pro-
ceed in a clockwise manner, which would imply that the element
between point B and point C will not be included. However, in order
to estimate the force on the panel BC, processor 1 requires the inter-
polated values of pressure and shear stress at point C, which are
unavailable since the point is physically outside the block assigned
to processor 1. Therefore, in order to estimate the forces on the
panel BC, we approximate the pressure and shear stress at point C
by extrapolating the values from point B.

After each processor has performed integration of the forces
on the part of the immersed-boundary inside its assigned block,
the values are passed to the root processor that sums all the forces
and determines the total lift and drag forces and their respective
coefficients.
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