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A computational model is developed to describe the evolution of the temperature field in a

nanocalorimeter that comprises inert material layers on which a nanoscale Ni=Al bilayer has been
deposited. The model incorporates a reduced continuum description of mixing and heat release in the

Ni=Al bilayer, and of the energy equation in the inert layers. Due to the small thicknesses of

individual layers that are several orders of magnitude smaller than the corresponding length, a

simplified, transient, homogeneous representation of the temperature field can be adopted. The

resulting lumped model is valid over short enough timescales, which are nonetheless sufficiently

large to capture the formation reaction. By using experimental observations of the evolution of the

temperature on the surface of the nanocalorimeter, the model is used to estimate the transient heat

release rate. Assuming an Arrhenius model for the mixing between Ni and Al, the estimated

heat release rate is used to determine the Arrhenius pre-exponent and activation energy of the atomic

diffusivity. Computed results indicate that the present approach provides a promising means of

characterizing atomic diffusion rates. Limitations arise, however, due to the low amplitudes of the

heat release term at low temperature, and also due to phase-change effects, which make the heat

release rate unobservable in the neighborhood of the melting temperature of individual constituents.

For the present system, reliable estimates are extracted for temperatures ranging from about 600 K to

the Al melting temperature.VC 2011 American Institute of Physics. [doi:10.1063/1.3671639]

I. INTRODUCTION

Nanocalorimetry is a chip-based measurement of ther-

mal and thermodynamic phenomena taking place within

nanoscale material samples. When used in conjunction with

fast scanning instruments, nanocalorimetry offers the possi-

bility of resolving phenomena at times scales that are several

orders of magnitude smaller than is possible with conven-

tional nanocalorimetry. This paper specifically focuses on

exploring, computationally, the potential of using tempera-

ture measurements obtained using a differential scanning

nanocalorimeter1,2 in order to quantify the heat release in a

reactive Ni=Al bilayer, and consequently infer instantaneous

mixing rates and their temperature dependence.

The experimental data used as input to the present study

have been obtained using the nanocalorimeter design illus-

trated in Fig. 1. As illustrated in the sketch, the nanocalorim-

eter comprises a stack of nanoscale layers that are deposited

onto a silicon nitride substrate. On the top side of the sub-

strate, the stack features a 3 nm-thick Ti layer and a 50 nm-

thick Pt layer; on the bottom side, the stack features a Ni=Al
bilayer having with a 1:1 ratio of the elements, which is em-

bedded within two, 10 nm-thick, alumina layers. The Pt layer

was deposited by e-beam evaporation; the measured values

of heat capacity and density were found to be consistent with

bulk values. The device operates by driving a current

through the stack, with pulse duration on the order of tens of

milliseconds. The current and voltage across the stack are

also recorded during the pulse; a four-point probe was used

for this purpose. The temperature on the Pt surface is deter-

mined from the temperature versus resistance calibration

obtained using a one-color, optical pyrometer operating at

1550 nm. The error in the temperature measurement was

found to be 2.5 �C. Thus, available experimental inputs

include the time histories of the current and voltage across

the stack, and the temperature at the Pt surface. Typical cur-

rents are less than 100 mA. With a stack cross of 0.5 mm� 6

mm, the current density is approximately 30 000 A=m2. Con-

sequently, electromigration is not expected to be significant.

Details on the construction of the nanocalorimeter and on

measurement techniques will be provided elsewhere.3

With an increase in temperature due to Joule heating,

intermixing between Ni and Al occurs at increasingly higher

rates. This highly exothermic process leads to additional

heating within the stack, at least until the reaction between

Ni and Al is fully complete. Note that on time scales on the

order of the current pulse, the thermal penetration width is of

the order of hundreds of microns and hence is by several

orders of magnitude larger than the thickness of the stack,

whereas it is substantially smaller than the stack length

which is of the order of millimeters. This implies that tem-

perature is essentially uniform across the thickness of the

stack, and that it is also uniform over substantially most of

the stack length. Thus, the reaction in the Ni=Al bilayer

occurs in an essentially spatially homogeneous fashion.

a)Author to whom correspondence should be addressed. Present address:

Department of Mechanical Engineering and Materials Science, Duke Uni-

versity, Durham, NC 27708, USA. Electronic mail: omar.knio@duke.edu.
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This reaction regime offers an interesting approach to

characterizing mixing and reaction in multilayer materials,

which complements prior attempts that have primarily relied

on conventional differential scanning calorimetry4,5 or on

observations of self-propagating reaction fronts.6–18 Advan-

tageous features afforded by the present approach include

fast, time resolved measurements, and the homogeneous na-

ture of the reaction which leads to simplified models and cir-

cumvents the need for accurate representation of conductive

heat fluxes.19

This paper develops a simplified model of the evolution

of the temperature within nanocalorimeter stacks similar to

that depicted in Fig. 1. An outline of the development of the

simplified model is given in Sec. II. The thermal model is

then exploited in Sec. III in order to develop a procedure for

inferring the atomic diffusivity based on the measured volt-

age and current across the stack, and on the measured temper-

ature. As discussed in Ref. 3, the latter is determined using a

temperature versus resistance correlation, obtained using a

pyrometer. This analysis is then applied in Sec. IV to esti-

mate the diffusivity and characterize its dependence on the

temperature. The results are then used to estimate the param-

eters of the Arrhenius diffusivity law assumed by the Ni=Al
reaction model. Major conclusions are given in Sec. V.

II. THERMAL MODEL

A simplified thermal model for the evolution of the tem-

perature within the nanocalorimeter is developed for the

small-time limit. In this limit, the temperature within the

nanocalorimeter can be treated as spatially homogeneous,

and its evolution is governed by the volume averaged energy

conservation equation

V
@H

@t
¼ V _Qþ P� R; (1)

where V is the stack volume, V is the bilayer volume, P is

the power dissipated within the stack due to Joule heating, R

is the radiative heat loss, and _Q is the rate of chemical energy

release per unit volume.

Note that, consistent with the small-time limit, the con-

ductive heat flux has been ignored. In addition, thermal

losses due to convection have been ignored as well, since we

focus on devices triggered under vacuum. Furthermore, the

present analysis also ignores the potential effect of melting

of Al, Ni, or compounds thereof. Thus, the left-hand-side of

Eq. (1) can be rewritten as

@H

@t
¼ qCp

dT

dt
; (2)

where

qCp �

P

N

i¼1

qiCi
pt
i

P

N

i¼1

ti
; (3)

qi, Ci
p, and ti, respectively, denote the density, heat capacity,

and thickness of the ith layer within the stack, and N is the

total number of individual layers. Table I provides the values

of density and heat capacity used in the computations. The

emissivity values used for Pt and Al2O3 are 0.23 and 0.75,

respectively.20,21

To complete the formulation, expressions must be pro-

vided for the source terms appearing on the right-hand side

of the energy equation. The Joule heating term may be sim-

ply estimated from

P ¼ V0I; (4)

where V0 is the applied voltage drop across the stack and I is

the corresponding current. In the analysis below, both V0 and
I are time-dependent experimental inputs. Meanwhile, the

radiative heat loss term is estimated from

R ¼ r �tAt þ ebAbð Þ T4 � T4
a

� �

; (5)

where r is the Stefan-Boltzmann constant,22,23 � is the emis-

sivity, A is the surface area of the stack, the subscripts t and

b refer to the top and bottom surfaces, respectively, and Ta is

the ambient temperature. In deriving Eq. (5), we have

assumed Gray body radiation, and ignored radiative losses

from the sides of the stack because the corresponding areas

are substantially smaller than the horizontal surface area.

The heat of reaction is estimated using the reduced reac-

tion formalism recently introduced in Refs. 24–26. In this

model, the reaction source term is expressed in terms of

stretched, normalized time variable, s, that describes the age

of the mixed Ni=Al layer. Specifically, for Ni=Al bilayers
with a 1:1 ratio of the reactants, _Q is expressed as24

TABLE I. Density and heat capacity of the materials present in the nanoca-

lorimeter stack. The values for Al2O3 and SiNx are adapted from Munro, Jour-

nal of American Ceramic Society, 80, 1919 (1997). Copyright VC 1997 The

American Ceramic Society and from Riley, Journal of American Ceramic

Society, 83, 245. CopyrightVC 2000 The American Ceramic Society.

Material Density (kg=m3) Specific heat (J=kg=K)

Aluminum 2700 904

Nickel 8908 445

Platinum 21 090 133

Titanium 4507 520

Al2O3 3950 1030

SiNx 3440 877

FIG. 1. (Color online) Schematic illustration of a multilayer configuration

found in a typical nanocalorimeter. Also, shown are the leads for 4-pt cur-

rent and voltage drop measurement.

123521-2 Vohra et al. J. Appl. Phys. 110, 123521 (2011)
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_Q ¼ D ~HgðsÞ ds
dt

; (6)

where

D ~H ¼
qAlCAl

p þ cqNiCNi
p

1þ cð Þ DTf (7)

is the heat of reaction, DTf ^ 1661 K is the adiabatic flame

temperature,

c ¼ MNiqAl

MAlqNi
; (8)

qAl, CAl
p , and MAl, respectively, denote the density, heat

capacity, and molecular mass of Al, qNi, CNi
p , and MNi denote

the density, heat capacity, and molecular mass of Ni, respec-

tively, whereas g is a canonical solution of the heat equation

which is given by24

gðsÞ ¼ 4
X

1

n¼1

exp
�ð2n� 1Þ2p2

2
s

" #

: (9)

The evolution of the stretched time variable is governed by

@s

@t
� DðTÞ

d2
; (10)

where D is the temperature-dependent atomic diffusivity. As

in Ref. 24, s is normalized using d, the half-thickness of an

Al layer, see Fig. 2. Typically, an Arrhenius dependence of

D on temperature is assumed,

D ¼ D0 exp � E

RT

� �

; (11)

and the pre-exponential factor, D0, and activation energy, E,

are obtained from fits to experimental data. As mentioned

earlier, observations of the velocity of self-propagating reac-

tion fronts have primarily been used for this purpose.5

Below an alternative strategy is explored based on meas-

urements of the temperature in the nanocalorimeter stack.

Before outlining this strategy, however, we note that if the

atomic diffusivity and the resistive power input into the calo-

rimeter are known, then the evolution of the temperature

within the nanocalorimeter can be obtained by integrating

the coupled system

dT

dt
¼� D ~H

qCp

V
V
gðsÞ @s

@t
þ V0I

qCpV

� r

qCpV
�tAt þ �bAbð Þ T4 � T4

a

� �

; (12)

ds

dt
¼ DðTÞ

d2
: (13)

In the computations, we integrate Eq. (13) using an explicit

second-order Adams-Bashforth scheme, and Eq. (12) using

an operator-split scheme where a fourth-order Runge-Kutta

scheme is applied in a first fractional step in order to account

for Joule heating and radiative heat loss terms, and exact

integration is used in a second fractional step to account for

the reaction source term.

III. INFERENCE OF DIFFUSIVITY

In this section, a simplified procedure is developed that

combines the simplified thermal model developed in Sec. II

with experimental measurements of temperature and power

dissipation in order to infer the reaction source term and con-

sequently the atomic diffusivity in the Ni=Al bilayer.
In order to outline the analysis, we start by rewriting Eq.

(12) symbolically as

_T ¼ _Pþ _E� _R; (14)

where _T is the heating rate of the stack, _P, _E, and _R refer to

the Joule heating rate, the chemical source term, and the

radiation loss, respectively.

We first start by isolating heat release term, _E, since it

directly involves the atomic diffusion rate.24 To this end, we

first note that the Joule heating rate, _P, is readily available

from the experimental measurements, which includes the

voltage drop across the stack and the current flowing through

it; _P follows immediately from their product. In addition, ex-

perimental data also include the measured temperature.

Based on this instantaneous measurement, the radiative heat

loss rate, _R can be readily estimated as well. In addition, the

temperature measurements can also be exploited to estimate

the total heating rate, _T, namely, by fitting a smooth curve to

the experimental data and differentiating this curve. Based

on the estimates of the total heating rate, radiative loss, and

Joule heating rate, the chemical source term can be estimated

using Eq. (14), namely, as _E ’ _T � _Pþ _R. Of course, sev-

eral limitations arise concerning the validity of this estimate,

as further discussed in Sec. IV.

Ignoring these limitations for the time being, let us

assume that a suitable signal has been obtained of _E versus

time. One can immediately exploit this signal in conjunction

with Eq. (6) in order to isolate a differential equation for

ds=dt that involves only s and t. Integrating this differential

equation yields signals of s and ds=dt versus time. Substitut-

ing the latter into Eq. (10) yields the desired estimates of D

as a function of time or alternatively as a function of temper-

ature. Based on this derived functional relationship, the pa-

rameters D0 and E are estimated through a least-squares

minimization procedure.

IV. RESULTS

Experimental data were obtained for two nanocalorime-

ter configurations, both having the same design as sketched

in Fig. 1. The first configuration incorporates a Ni=Al bilayer

FIG. 2. Schematic illustration of a representative Al=Ni bilayer where k is

the bilayer thickness, 2d is thickness of the aluminum layer, and x is the spa-

tial coordinate.

123521-3 Vohra et al. J. Appl. Phys. 110, 123521 (2011)
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that is 50 nm thick, whereas the second configuration com-

prises a 60 nm thick bilayer. Apart from the bilayer thick-

ness, there is also a difference in the thickness of the SiNx

layer. In the case of the 50 nm bilayer, the SiNx layer is 100

nm thick, whereas for the 60 nm bilayer, it is 60 nm thick.

As a result, the thermal mass of the device in the case of the

60 nm bilayer is smaller than that it is in the 50 nm bilayer

case. This is reflected by the fact that in the initial stages of

heating, the rates of temperature rise are similar for both

cases, though the power dissipation is higher in the 50 nm

bilayer case; see Figs. 3 and 8.

Both devices are triggered under vacuum, using a short 20

ms long capacitive discharge. The typical time constant of the

circuit is 3 s, much larger than the discharge time. Figure 3

depicts the transient resistive power dissipated into the stack

due to Joule heating associated with the corresponding current

pulse. The curves show a rapid rise over about a 10 ms inter-

val, following which the power dissipation remains essentially

constant. The current is interrupted following the plateau

depicted in the curves. Using a representative thermal diffusiv-

ity, a, of about 10�5 m2=s, the thermal penetration depth

corresponding to the electrical pulse duration is estimated as

dt ’
ffiffiffiffiffiffi

atp
p ¼ 0:45 mm. This justifies the approximations used

in Sec. II, namely, that the temperature is essentially uniform

within the stack over short times of order tp.

Figure 4 shows the evolution of the heat release term,

estimated from the temperature, voltage, and current mea-

surement following the procedure outlined in Sec. III. Note

that _E is expected to be a positive quantity, as the mixing of

Ni and Al occurs exothermically. At early and later stages,

however, the estimates reveal small-amplitude negative val-

ues. These occur because at early stages, the heat release rate

is small, because the temperature is low, and accordingly the

mixing rates are very small. Thus, in this regime, Joule heat-

ing is essentially balanced by temperature rise and small

amount of radiative heat loss. Estimates of the heat release

term are consequently susceptible to noise in the measure-

ments at very small mixing rates that are prevalent at early

stages and later stages when the reaction nears completion.

The fact, that at later stages the heat release term is also

small, has been experimentally verified, namely, through

subsequent heating steps which did not reveal any

FIG. 3. Joule heating applied to the nanoca-

lorimeter configuration for the two cases.

FIG. 4. (Color online) Raw data and smooth

curve fit of the chemical source term in K=s.
Left: k¼ 50 nm; right: k¼ 60 nm. Two exo-

therms are observed around the peak in both

cases.

123521-4 Vohra et al. J. Appl. Phys. 110, 123521 (2011)
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measurable release of chemical energy. Thus, at the later

stages, the estimates are also susceptible to measurement

noise. In order to minimize the impact of this noise on diffu-

sivity estimates, a smooth interpolant to the experimentally

based estimates is constructed, subject to the constraint that

the heat release term remains non-negative. The smooth

interpolant averages the heat release rate over different

phases that occur during the interdiffusion in the Ni=Al
bilayer. In particular, the two neighboring peaks occurring in

the experimental curve (inset of Fig. 4) are merged in the

smoothing procedure. The smooth curves, which are also

plotted in Fig. 4, are then used for the purpose of inferring

the atomic diffusivity.

The inferred values of D are plotted against temperature

in Fig. 5. Plotted are curves for the 50-nm and 60-nm

bilayers. The curves are in a good agreement with each

other, which indicate that the description of mixing using a

Fickian approximation is consistent with the data, at least in

the regime considered. As expected, D increases rapidly with

T, in the range depicted. At higher values (not shown), the

inferred diffusivity drops sharply, because the heat release

term becomes unobservable. This may be due to potential

phase change as T approaches the melting point of Al and=or

the consumption of the reactants. Evidently, under these con-

ditions, the measurement of temperature is not suitable to

infer neither the heat release nor the associated mixing rate.

This constitutes another limitation of the present characteri-

zation approach. In order to quantify these trends, we plot in

Fig. 6 the ratio, Z � _E= _Pmax, of the chemical heat release

term to the peak Joule heating term associated with the elec-

tric discharge. This ratio rises rapidly from low temperatures,

peaks around 860 K, and then drops rapidly at high tempera-

tures. Clearly, the estimated heat release is least susceptible

to measurement noise when Z is large. In particular, values

Z> 2 would conservatively ensure that the chemical heat

release is a dominant contributor to the observed temperature

rise, and consequently that the estimates are least affected by

measurement noise or cancellation errors. Based on the

results in Fig. 6, Z> 2 for temperatures ranging from 720 K

to 860 K. A rapid decrease in the heat release is observed

beyond 860 K as the reaction nears completion. Conse-

quently, this temperature regime is considered to be optimal

for estimating the diffusion parameters for the interdiffusion

in the Ni=Al bilayer. A similar observation is made for the

60 nm bilayers; the corresponding results are consequently

omitted.

We further analyze the dependence of D on temperature

by plotting the natural logarithm of the diffusivity against

T�1. Figure 7 shows curves of ln(D) generated for both

bilayers, with the temperature restricted to the range of

720–860 K. A straight line fit to the data is also depicted in

the plot. Over the temperature range considered, the data

may be closely approximated by a straight line, which indi-

cates that an Arrhenius correlation is suitable. The corre-

sponding values of the pre-exponent and activation energy

are D0¼ 2.79� 10�10 m2=s and E¼ 57.37 kJ=mol.

Of course, it would have been ideal to conduct direct

comparison of the presently inferred values with other esti-

mates obtained by independent measurement techniques.

Unfortunately, for the present range of temperatures, direct

measurements are not readily available. In general, estimates

of Ni=Al interdiffusion rates at temperatures that are high

enough for reactions to initiate but smaller than the melting

temperature of Al remain quite scarce. Recently, however,

Fritz27 attempted to estimate diffusion rates based on an

experimental analysis of the ignition temperature and igni-

tion thresholds of nanostructured Ni=Al bilayers. The

FIG. 7. Natural logarithm of D plotted against T�1. Curves are generated

for the 50 nm and 60 nm bilayers, as indicated.

FIG. 5. Inferred diffusivity, D, vs temperature, T. Curves are generated for

the 50 nm and 60 nm bilayers, as indicated. Also, shown is the extrapolated

correlation of Fritz.27

FIG. 6. Ratio of the chemical heat release rate to the maximum Joule heat-

ing rate vs temperature. Plotted are results obtained for k¼ 50 nm.

123521-5 Vohra et al. J. Appl. Phys. 110, 123521 (2011)
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experimental correlation resulting from Fritz’s analysis is

also plotted in Fig. 5. Though quantitative differences

between Fritz’s correlation and the present estimates are evi-

dent, the consistency between the estimates and the overall

trends is encouraging.

In order to verify the present diffusivity estimates, we

substitute the Arrhenius correlation derived from Fig. 7 into

the governing equations (12) and (13) and perform the inte-

gration. Since data are not available for T< 720 K, the corre-

lation obtained by Fritz27 is used for this temperature range.

For the same reason, the presently inferred Arrhenius cor-

relation is simply extrapolated to higher temperatures. The

experimental measurement of the Joule heating term is used

as input to the calculations, but all other variables are com-

puted in the model based on known dimensions and thermo-

physical properties. Figure 8 shows the evolution of the

computed temperature during and following the application

of the electrical stimulus. Plotted are curves for the 50 nm

and 60 nm bilayers; the corresponding experimental temper-

ature measurements are also shown for comparison. For both

cases, a very close agreement is observed between simula-

tion results and measured data. This supports the validity of

the diffusivity estimates at least in the intermediate tempera-

ture range where the chemical heat release term is large.

To further verify the present predictions, Fig. 9 com-

pares the experimentally inferred and computationally deter-

mined heat release rates for both the 50 nm and 60 nm

bilayers. As observed for temperature, the experimental and

computational curves for the heat release term are in close

agreement, at intermediate times when the magnitude of the

heat release is large. Within the corresponding range of tem-

peratures, this agreement further supports the inferred diffu-

sivity estimates.

Finally, we examine the assumption made in the analy-

sis that complete mixing occurs when the nanocalorimeter is

triggered with a sufficiently strong electric stimulus. To this

end, we once again rely on the experimental measurements,

which subjected the same nanocalorimeter to multiple, nomi-

nally identical electric stimuli and monitored the subsequent

rise and decay of the temperature. The experimental observa-

tions showed the temperature response of the nanocalorime-

ter were essentially identical following the first stimulus,

FIG. 9. Chemical source term vs time for k¼ 50 nm

(left) and 60 nm (right). Plotted are curves depicting

experimental and simulation results, as indicated.

FIG. 8. Temperature vs time for k¼ 50 nm (left)

and 60 nm (right). Plotted are curves depicting a

comparison between raw experimental data and

simulated results.
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which indicates that under the present conditions, no signifi-

cant exothermic energy release occurs following the first

experimental test. To further verify this claim, we have per-

formed simulations of an “inert” nanocalorimeter, namely,

by integrating Eq. (12) with the first term omitted. Figure 10

compares the results of these simulations with the experi-

mental temperature curves obtained for the second test. An

excellent agreement between the experimental and computa-

tional curves can be observed. This further supports the

assumption that mixing is complete during the first test and

lends confidence in our thermal radiation loss model.

V. CONCLUSIONS

A computational model was developed to describe the

evolution of the temperature field in a nanocalorimeter that

comprises inert layers on which a Ni=Al bilayer is deposited.
The model incorporates a reduced continuum description of

mixing and heat release in the Ni=Al bilayer, and of the

energy equation in the inert layers. Due to the small thick-

nesses of individual layers that are several orders of magni-

tude smaller than the corresponding length, a simplified,

transient, homogeneous representation of the temperature

field was adopted. The resulting lumped model is valid over

short enough timescales, which are nonetheless sufficiently

large to capture the formation reaction. Attention is focused

on nanocalorimeters triggered electrically under vacuum, so

that the global energy balance accounts for the effects of

Joule heating, chemical heat release, and radiative heat

losses.

By using experimental observations of the evolution of

the temperature, the computational model is used to estimate

the transient heat release rate. Assuming an Arrhenius model

for the mixing between Ni and Al, the estimated heat release

rate is then used to determine the pre-exponent and activa-

tion energy in the corresponding correlation for the atomic

diffusivity. The model is applied to analyze experimental

observations of the response of two nanocalorimeter configu-

rations, the first 50 nm Ni=Al bilayer, whereas the second

comprises a 60 nm Ni=Al bilayer. In both cases, the nanoca-

lorimeter is triggered using a short electrical discharge, and

the experimental observations included the evolution of the

current and voltage drop across the device as well as the tem-

perature. Each nanocalorimeter was triggered multiple times,

particularly to verify that the heat of reaction is released dur-

ing the first test. Thus, experimental data included the

response of both “live” and “spent” devices.

Application of the computational model to analyze ex-

perimental observations of both nanocalorimeter configura-

tions indicates that:

1. The predicted values of the diffusivity obtained from the

50 nm and 60 nm configurations are consistent with each

other. Thus, the simplified description of interdiffusion

appears to be consistent with the experimental observa-

tions, at least in the regime considered.

2. Limitations to the present analysis arise (a) at lower tem-

peratures, due to the low magnitude of the heat release

term, and (b) at higher temperatures, due to phase-change

effects and=or the rapid drop in heat release as reactants

are consumed. In both cases, the heat release rate is sus-

ceptible to measurement noise and is consequently unob-

servable. For the present setting, the diffusivity was

reliably extracted for an intermediate temperature range

extending from about 700 K to 860 K.

3. A very good agreement was observed between the tem-

perature field simulated using inferred diffusivity and the

experimental observations, and between the simulated

and experimentally inferred heat release rates. Excellent

agreement was also observed between the simulated and

observed thermal response of the spent device.

Overall, the present experiences indicate that nanoca-

lorimetric measurements appear to provide a promising

means of characterizing atomic diffusion rates. Work is

underway to generalize the scope of the present model,

namely, by accounting for phase change effects, and for con-

vective and conductive heat losses.
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