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ABSTRACT

Experiments were performed in a partially premixed bluff-body stabilized combustor in the regimes of combustion noise, inter-
mittency, and thermoacoustic instability. Simultaneous measurements of unsteady pressure fluctuations and flow-field using
time-resolved two-component particle image velocimetry reveal dominant dynamics at 141.9 Hz which is responsible for ther-
moacoustic instability. In the intermittent regime that presages thermoacoustic instability, there are two distinct frequencies:
a low-frequency component at 30.7 Hz dominant in the velocity spectra (hydrodynamic mode) and a higher frequency com-
ponent at 176.4 Hz dominant in the pressure spectra (acoustic mode). Examining the phase relationship between the two
modes in the intermittent regime using a variant of the Dynamic Mode Decomposition (DMD) confirms that the appearance
of bursts of periodic pressure oscillations coincide with the time instants when the hydrodynamic and the acoustic modes
are phase synchronized. To identify the flow structure dynamics observed only during sound production, we compute ridges
in the fields of backward-time finite time Lyapunov exponents. The roll up of shear layers from the dump plane and the
leading edge of the bluff body and subsequent impingement on combustor walls are identified as the dominant features of
the flow during thermoacoustic instability as well as during the bursting stage of intermittency. We show convincingly that
these identified dynamics correspond to the acoustic mode using DMD filtered flow fields comprising only of the acoustic
mode.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5064862

I. INTRODUCTION established wherein the pressure fluctuations in the com-
bustor are amplified—a phenomenon termed thermoacoustic

Thermoacoustic instabilities remain an unsolved prob- instability or combustion instability.*

lem in the past few decades, remaining one of the greatest
hurdles in the development of lean premixed combustors.’
Unsteady combustion results in fluctuations of heat release
rate which produce acoustic pressure fluctuations in the com-
bustor. These pressure fluctuations reflect off the boundaries
of the combustor and in turn act as sources of additional heat
release rate fluctuations.? When the operating conditions are
such that the heat release rate fluctuations are in phase with
the acoustic pressure pulsations, a positive feedback loop is

Thermoacoustic instability is undesirable in combustors
as it often leads to engine failure. Even when the amplitude
of acoustic oscillations is low, such instabilities affect the
structural integrity of the engine through fatigue. Thermoa-
coustic instability also leads to increased heat transfer to the
walls of the combustion chamber.? Gas turbine manufactur-
ers thus suffer huge financial losses in repair and replace-
ment of the components due to wear and tear resulting from
such instabilities. In addition to these costs, manufacturers of
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land-based gas turbine power plants also have to pay for the
losses incurred due to power outages arising from thermoa-
coustic instabilities.* Therefore, researchers are actively seek-
ing methods to forewarn and mitigate their occurrence in
fielded combustion systems well before onset.

The operational regime of a turbulent bluff-body stabi-
lized combustor from stable to unstable operation can be
split into three regimes based on the dynamics: combus-
tion noise, intermittency, and combustion instability.> For a
stable bluff-body stabilized combustor operating at equiva-
lence ratios close to unity, the dynamics comprises mostly
of low-amplitude aperiodic fluctuations.® Tony et al.” and
Nair et al.® analyzed the pressure signals acquired during
stable operation in a turbulent combustor and found that
combustion noise is a high dimensional chaotic regime. Such
chaotic regimes were also previously reported prior to peri-
odic oscillations in a lean-premixed gas-turbine combustor.?
As the equivalence ratio is decreased from unity, intermit-
tent, periodic burst oscillations start appearing in pressure
traces almost randomly in-between regimes of aperiodic, low-
amplitude oscillations. When equivalence ratio is decreased
even further, dynamics transform completely to a regime
of periodic oscillations due to the onset of thermoacoustic
instability.'°

Since intermittent burst oscillations often presage ther-
moacoustic instability in combustors operating in turbulent
regimes, several precursors to instability were prescribed by
quantifying the intermittent regime. There is a gradual loss
of chaos as the dynamics transition from low-amplitude com-
bustion noise regime to high-amplitude combustion instabil-
ity. This loss can be quantified using 0-1 test which serves
as a precursor to thermoacoustic instability.”# Recurrence
properties of the intermittent bursts can be quantified by
tracking the distribution of aperiodic segments in the pres-
sure signal which also provides early warning to combustion
instability.® Further, the transition to combustion instabil-
ity also leads to a collapse in the number of relevant time
scales in the dynamics. Such a collapse of multifractal spec-
trum can be quantified using a parameter known as the
generalized Hurst exponent which also acts as a precursor
measure for the onset of thermoacoustic instability.®'! The
results from these studies are summarized in Juniper and
Sujith.’?

Although precursors indicate the proximity of the dynam-
ics to combustion instability, they do not provide any scope
for passive or active control as the sound sources, which are
ultimately present in the flow-field, are largely unknown. It is
observed that in turbulent combustors, large coherent struc-
tures'® are present in the flow-field that often create peri-
odic pulsations in heat release rate, thereby acting as potential
sound sources.'* 19 In other words, control of thermoacous-
tic instability in such situations is intimately linked to the
identification of sound producing coherent structures. Once
such structures are identified, we can implement a control
framework to suppress the large amplitude pressure pulsa-
tions or design a combustor to avoid thermoacoustic instabil-
ity by targeting and disrupting the sound producing coherent
structures. In the present manuscript, we propose Lagrangian
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Coherent Structures (LCS) as an indicator of the organized
structures present in the flow-field.

Lagrangian coherent structures (LCS) are locally the most
repelling and attracting material surfaces in a flow-field and
provide a new way of understanding mixing and transport
phenomenon in complex fluid flows.2° Introduced by Haller,?’
LCS has been applied to many fields such as oceanogra-
phy,?? biological feeding,?> aerodynamics,?* aeroacoustics,?>
and granular flow applications.?® A simple, heuristic way to
obtain LCS from a given flow-field is through the computa-
tion of fields of finite time Lyapunov exponents (FTLEs). FTLE
is a measure of the rate of separation of two adjacent fluid
particles after a specified finite time as a function of their
initial positions and initial time in the flow field. Ridges or con-
tours of maximum values in the FTLE fields as the particles
advect in time are therefore indicators of Lagrangian coherent
structures in the flow-field.?”

LCS extracted using the FTLE framework has recently
been applied to the flow field obtained experimentally from
a backward facing step combustor.?® Saddle-type flows were
identified that separates the dynamics between the shorter
and longer combustor lengths. They show that the FTLE
ridges reveal relatively small-scale structures in addition to
the large-scale coherent structures. In typical stable combus-
tor flow-fields, especially in the intermittent regimes, several
dominant frequencies are present, one of which eventually
locks-in with the acoustic field of the combustion cham-
ber during thermoacoustic instability, as the flow condi-
tions are varied. A direct computation of the FTLE fields,
however, provides only an overall picture of the structures
at all the frequencies in the combustor whose individual
contribution to the dynamics is time-dependent and hence
an unknown. In other words, the FTLE framework, in iso-
lation, cannot extract the LCS at a particular frequency
from the total velocity field unless the dynamics are com-
pletely dominated by a single time scale. This highly limits
the practical utility of FTLE, especially in identifying coher-
ent structures responsible for sound production at an early
stage.

In order to compensate this shortcoming, we propose
the well-known flow-decomposition technique of Dynamic
Mode Decomposition (DMD) to decompose the dynamics
of structures at a particular frequency.?° DMD is an algo-
rithm that reduces the dimensionality of a system whilst
preserving as much information in the original data set as
possible; i.e., it reduces and extracts the features present
in the overall flow-field into a set of basis functions or
DMD modes. Once the flow decomposition is performed
using DMD into various modes—each of which corresponds
to one of the dominant frequencies—FTLE fields can be
used to identify coherent structures at a particular fre-
quency of interest in a regime where that frequency is
dominant.

The primary objective of this manuscript is, therefore,
to provide a framework to identify the mechanism or the
feedback loop responsible for thermoacoustic instability by
inspecting the flow-fields in the intermittent regime that
presages the regime of thermoacoustic instability. In Sec. 1I,
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we outline the experimental setup and data acquisition tech-
niques employed in our study. The methodology used to
extract the coherent structures and DMD time coefficients
from the flow field is explained in Sec. III. Results and anal-
ysis are presented in Sec. [V, and conclusions are summarized
in Sec. V.

Il. EXPERIMENTAL SETUP

We use a turbulent dump combustor, with the flame sta-
bilized on a bluff body (refer to Fig. 1). The bluff-body is
a circular disk of 10 mm thickness and has a diameter of
47 mm located 45 mm from the dump plane. A hollow cen-
tral shaft of 16 mm diameter mounts the bluff body. The
central shaft is also used to deliver the fuel through four
radial injection holes of 1.7 mm located 110 mm upstream of
the dump plane. Air enters the plenum chamber and mixes
with the fuel in the burner before entering the combus-
tion chamber. Liquid petroleum gas (LPG), with a compo-
sition of 60% propane and 40% butane by volume, is used
as fuel. An 11 kV ignition transformer connected to a spark
plug mounted on the dump plane ignites the combustible
mixture. The cross-section of the combustion chamber is
90 x 90 mm? and with a length of 1100 mm. Acoustic radi-
ation losses are minimized by using a decoupler which is a
large chamber of size 1000 mm x 500 mm x 500 mm at the
end of the combustion chamber. The decoupler also approx-
imately achieves the acoustic boundary condition of an open
duct (p’ = 0).

Mass flow controllers (Alicat Scientific, MCR Series) which
have an uncertainty of +0.8% of the reading +0.20% of full
scale are used for controlling the air and fuel flow rates. This
results in an uncertainty of +0.02 in the equivalence ratio.
A piezoelectric transducer (PCB103B02 uncertainty +0.15 Pa)
mounted on the combustor wall at a distance of 40 mm from

Prism —_
Nd:YLF |
et Piezoelectric transducer
Burner Combustion chamber
= . |
' e I I L
Plenum Chambe Laser sheet
Air inlet Bluff body
High-speed camera Decoupler

scitation.org/journal/phf

the dump plane measures the unsteady pressure fluctuations.
The signals from the piezoelectric transducer are acquired at
a sampling rate of 10 kHz, for 3 s using an A-D card (NI-6143,
16 bit). The transducer is not flush mounted, which creates an
acoustic phase delay of 5°. However, this phase delay is not
large enough to affect the analysis and results presented in
this study.

A single cavity-double pulsed Nd:YLF laser (Photonics) of
operating wavelength 527 nm is used for the velocity-field
measurements. We operate the laser at a repetition rate of
2 kHz. The laser beam is steered towards the combustion
chamber using right angle prisms and convex lenses. Subse-
quently, it is expanded into a laser sheet, which is of 2 mm
thickness, using 600 mm spherical and -16 mm cylindrical
lenses. Next, it is transmitted through a horizontal slit of 5 mm
width, made of quartz, into the combustion chamber to illumi-
nate the seeding particles in the center-span of the bluff body.
The Mie-scattered light is captured using a high-speed CMOS
camera (Photron FASTCAM SA4). The camera is outfitted with
a ZEISS 100 mm lens with an aperture at f/5.6. A short band-
pass optical filter, centered at 527 nm and mounted in front
of the lens, captures the scattered light. The camera is oper-
ated at a framing rate of 2 kHz and a resolution of 510 x 1024
pixels capturing a test section area of 32 mm x 64 mm. The
scattered light from the seeding particles is distributed over
1.5-2.5 pixels. This results in a measurement uncertainty of
less than 0.03 pixels for this range of particle image diam-
eters.>! The time delay between the two laser pulses is set
between 15 and 25 us for various flow rates to obtain a maxi-
mum pixel displacement between 4 and 7 pixels. The average
particle image density is approximately 4 particles per inter-
rogation window in the recirculation (low velocity) regions
and 9 particles per interrogation window for the bulk flow
(high velocity) regions. TiO, particles (Kronos make—product

FIG. 1. Schematic of the turbulent bluff-body stabilized com-
bustor used in the study. Design of this combustor was
adapted from Komarek and Polifke.° A piezoelectric pres-
sure transducer placed 40 mm from the dump plane is used
to measure the unsteady pressure fluctuations in the com-
bustor. Two-component particle image velocimetry (2C-PIV)
experiments are performed using an Nd:YLF laser and a
high-speed camera. Geometry of the bluff-body and the
burner upstream are shown in the inset.
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—1071) of approximate size 1 um are used as seeding parti-
cles (80% of the particles are between the size of 0.2 um
and 2 um). The median of the size of the particles is 0.61 um.
The test section window gets clouded quickly due to the small
size of the particles. This limits the seeding density and the
data recorded for each run of the experiments. The Stokes
number for the TiO, particles used in our study is approxi-
mately 0.0007. In our experiments, the particle phase is not
in a dilute form but rather as a suspension. Hence, there could
be two-way coupling effects®2 where the particles could affect
the flow dynamics, where the volume fraction between the
dispersed phase and carrier phase is between 106 and 1073,
However, the overall dynamics is not affected and we observe
the distinct states of combustion noise, intermittency, and
thermoacoustic instability.

The velocity field is evaluated using a cross-correlation
algorithm with a grid-refining multipass approach and least
square Gaussian fit peak search scheme®' available in the
PIVview software (www.pivtec.com). For low flow-rates (at
¢ = 0.96 and ¢ = 0.83), the grid refining multipass approach
is begun with 192 x 192 pixels with the final grid size at 32 x 32
pixels. A 50% overlap is used between the interrogation win-
dows. For high flow rates (¢ = 0.63), the initial grid size is set
at 192 x 192 pixels followed by 4 passes with a final grid size of
48 x 48 pixels to reduce the in-plane loss of correlation. At
these high flow rates, 65% overlap is chosen between the
interrogation windows. The grid size and the overlap are
selected such that the resolution of the evaluated velocity field
remains almost the same for all the flow rates. This results in
a vector spacing of approximately 1 mm for all the flow rates.
Ideally, at these high flow rates, the pixel displacement should
be 1/4™ of the size of the interrogation windows for the PIV
evaluation. Due to the medium density of the seeding parti-
cles, we cannot decrease the size of the interrogation windows
as the number of seeding particles becomes less. At the same
time, higher density of seeding causes faster clouding. Hence,
we are restricted in choosing 48 x 48 as the size of the inter-
rogation windows for the high flow rates. This could result in
more outliers.

Post-processing algorithms are used to detect and
replace spurious vectors. The maximum displacement test
is used with appropriate thresholds for different flow rates
to detect spurious vectors.>' These thresholds are selected
based on the expected bulk flow velocities. Further, a vec-
tor difference filter>' calculating the magnitude of the vec-
tor difference of a vector to each of its 8 neighbours also
detects spurious vectors. A threshold of 2 pixels is selected
for this filter. In total, less than 1% of the total velocity vectors
are detected as spurious vectors and replaced with a bilinear
interpolation method. The bulk of the uncertainty from the
PIV evaluation is a result of the short pixel displacement. Sub-
pixel estimation accuracies of the order of 1/10%" to 1/20% of
a pixel are realistic for 32 x 32 pixel samples from 8-bit dig-
ital images.®' This results in a velocity uncertainty between
1.25% and 2.5% for low flow rates where the size of interroga-
tion windows is 32 x 32 pixels. The uncertainty in the velocity
measurements could rise to 5% due to the use of 48 x 48 pixels
for high flow rates. Furthermore, particle displacement in the

scitation.org/journal/phf

recirculation and wake regions are approximately 0.2 pixels,
which results in velocity uncertainties of 50% as the sub-pixel
displacement is 0.1 pixels.

lll. METHODS
A. Finite time Lyapunov exponent (FTLE)

Lagrangian coherent structures or LCS, by definition,
are the strongest repelling, attracting, or shearing material
surfaces in the flow over a finite time interval.?’ A popu-
lar technique to extract LCS from the flow-field is by track-
ing the ridges (or the contours of maxima) in the field of
what are known as Finite Time Lyapunov Exponents (FTLEs).
FTLEs are the unsteady, finite-time extensions of stable and
unstable manifolds defined for an autonomous dynamical
system.?!.33

In the flow field of a dynamical system, fluid parcels
converge along material surfaces termed unstable manifolds
and diverge across material surfaces termed stable man-
ifolds. The fluid parcel stretches across the stable man-
ifold and eventually assumes the shape of the unstable
manifold.

For an autonomous system, the Lyapunov exponents,
which measure the rate of separation of neighbouring fluid
parcels as they are advected by the flow-field, remain invari-
ant with time. The ridges in the Lyapunov exponent field so
computed reveal the stable manifolds. Unstable manifolds are
obtained when the separation is tracked backwards in time;
i.e., attracting trajectories in forward time act as repelling
trajectories in backward time. Since Lyapunov exponents are
not invariant for an unsteady system where the flow-fields
keep changing with time (as is usually the case in com-
bustor flow-fields), one uses finite-time Lyapunov exponents
(FTLESs) to obtain manifolds of attracting and repelling trajec-
tories. The ridges of this FTLE field are labelled Lagrangian
Coherent Structures (LCS). When the particles are advected
backwards in time, the ridges of FTLE field represent an
approximation to coherent structures (or attracting LCS) in
the flow-field.>*

To compute the FTLE, one tracks the displacement of a
given fluid parcel x at time t as a function of a known refer-
ence initial position xo and initial time ty. Such a mapping,
referred to as the flow map, is performed for each point in
the flow-field as: Fﬁo(xo) = x(t; to, Xp). Once the position of
fluid parcels at time t is known, the Jacobian of the local
flow map VF (xo) that gives the volumetric change in defor-
mation of fluid parcels is found. Then, one obtains the right
Cauchy-Green tensor defined as

o, o) = [VF, (xo)rwgo(xo). (1)

Here, 1 represents the transpose operation. The Cauchy-
Green tensor Cgo(xo, to) is a matrix that represents the
square of the local change in distance due to deformation.
It is a square matrix of dimension equal to the number of
vector directions under consideration; i.e., for a 2D flow-
field, Cﬁo(xo, to) is a 2 x 2 matrix. The largest eigenvalue of
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Cauchy-Green tensor C§0 (xo, to) is related to the finite-time
Lyapunov exponent field o-tT0 (xo0, to) as

1
o (k0. t0) = 7 In /amx(cgo(xo, to)). @)

Here, a-g) (xo, to) quantifies the rate of separation of the neigh-
boring trajectories of fluid parcels which were initially close
and T =t — ty represents the time interval of parcel advection.
The ridges in the FTLE field indicate the maximal repelling
material surfaces (or forward-time LCS) in the flow field over
the finite time interval T. The attracting LCS is usually esti-
mated as the maximal repelling LCS by performing the particle
advection backwards in time. In the present manuscript, these
attracting LCS of the backward-time FTLE fields (referred as
bFTLE hereafter) are computed to obtain the coherent struc-
tures that are present in the flow field at the instants of large
amplitude sound generation.

As is evident from Eq. (2), the ridges of LCS are sensitive
to the choice of the time interval T. An optimum time interval
Ty is determined ensuring that sufficient number of frames
required to fully resolve the coherent structures are retained
without compromising the ability to capture the flow physics.
If the time interval is not adequate, the structures are not well
resolved. The approximation of exponential separation of tra-
jectories [Eq. (2)] becomes inappropriate if the time interval is
too large. We find that the results are robust over a range of T
close to Ty.

Once the optimum time interval Ty is selected, a sliding
window approach is employed to obtain the variation of LCS
as a function of time. For instance, given Ty, the fluid parcels
are advected from the first time instant (t = t;) until they reach
some position after the optimum time interval (t = t; + Tp).
Then, the LCS are determined for time ty using the proce-
dure outlined earlier. The whole procedure is then repeated
by advecting the fluid parcels from the second time instant
(t=tz)tot =ty + Tp and so on.

B. Dynamic mode decomposition (DMD)

The velocity field acquired from experiments or numeri-
cal simulations often contain dynamics occurring over a range
of frequencies with some amount of noise. Therefore, to
extract the coherent structures at a particular frequency, an
appropriate flow-decomposition technique such as Dynamic
Mode Decomposition (DMD) can be used.?®35 Each DMD
mode represents a basis function that characterizes a partic-
ular frequency in the flow-field. To obtain the DMD modes,
snapshots of the velocity field (Ux(t), Uy(t)) are acquired over
N consecutive instants of data acquisition. These snapshots
are then stored in two snapshot matrices V{\H and V) as
follows:

U
v = [UX].’ (3a)
Y
v¥71 = {Ulr U2, U3, ... UN,l}, (gb)
VIZ\I = {U27 U3, U4, ... UN}7 (3C)
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where v; represents the j1 velocity snapshot. Then, we repre-
sent the snapshot matrices using the relation

VY = AV 4)

The DMD frequencies and the corresponding modes are the
eigenvalues and eigenvectors of A.3¢ However, solving A as
an eigenvalue problem to obtain the DMD modes is numeri-
cally expensive. Therefore, Eq. (4) is rearranged in a different
manner to extract the modes as follows:

As a first step, singular value decomposition (SVD) of the
velocity snapshot matrix VN-! is performed as VN1 = USWT;
here, U contains the dynamics modes. Both U and W are
orthonormal matrices and X is a diagonal matrix containing
the singular values of the snapshot matrix V{\H. A compan-
ion matrix S having the same eigenvalues and eigenvectors
as matrix A is formed using the similarity transformation
S = U'AU. After substituting for A using Eq. (4), the expres-
sion for the companion matrix becomes S = U'VNWZ!. The
eigenvalue matrix D and the eigenvector matrix Y of S are
then calculated to obtain the DMD frequencies and the cor-
responding dynamic modes. The imaginary parts of the eigen-
values give the frequencies of the DMD modes and the real
parts give the corresponding growth rates. Using the eigen-
vectors Yj, the normalized dynamic modes y; are then found as
follows:

Zj=wxly;, (5)
L7

Zj= = (6)
IZ|

vy =177, ()

C. Obtaining DMD time-coefficients during
intermittency

For certain operating conditions of the combustor, the
velocity field consists of several frequencies which rise and
fall in dominance over the course of time. In other words,
the amplitude of the DMD modes corresponding to these fre-
quencies change with time. The DMD procedure outlined pre-
viously cannot take into account such amplitude variations.
Therefore, a modified approach which was proposed recently
by Alenius?537 was utilized to obtain the temporal variations
of the DMD modes.

Velocity at a particular time instant can be expressed in
terms of the DMD modes y; as

v, 1) = > i), ®)
j=0

where aj(t) = [ao(t), ai(t), . . . ap(t)]") represent the time coeffi-
cients of the DMD modes or the strength of the DMD mode at
time t. In regimes where the flow-field is dominated by a finite
number of modes (frequencies) of varying amplitudes, the
entire flow-field can be expressed in terms of the DMD modes
corresponding to these dominant modes. In other words, a
finite number of DMD modes span the velocity field. Under
such circumstances, the time coefficients for these dominant
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DMD modes can be computed using the least squares method
by solving Eq. (8) at various time instants t;.

While calculating the coefficients, eigenvectors are con-
sidered to be orthogonal to each other which is an approx-
imation.*® However, this orthogonality often holds true as
can be verified by performing a Fourier transform on the
time coefficients. In the present study, we observe that the
characteristic frequency of the DMD mode is retained in
the time coefficients even after assuming orthogonality. The
decomposed velocity-field at a particular frequency is then
obtained as

o (%, t)) = g;(x)a;(t:). )

In Sec. IV, implementation of these methods to veloc-
ity data obtained from a bluff-body stabilized combustor is
discussed in detail.

IV. RESULTS AND DISCUSSION
A. Identification of combustion regimes

Experiments are performed on the bluff-body stabilized
combustor at different air flow rates corresponding to differ-
ent mean burner velocities Vo by keeping the mass flow rate
of fuel at a constant value of 0.5 g/s. Simultaneous measure-
ments of pressure and velocity are acquired at these air flow
rates for a duration of 1.364 s at sampling rates of 10 kHz and
1kHz, respectively. The dominant frequencies in pressure and
velocity data obtained using FFT are plotted as a function of
the mean velocity in the burner in Fig. 2. The velocity signal
is obtained as the resultant of the mean velocity components
computed over all the grid points. The mean of the veloc-
ity signal is then subtracted from the velocity signal before
performing FFT.

At low mean flow velocities corresponding to the com-
bustion noise regime, there are no visible peaks in amplitude
spectra of pressure and velocity (see the left panel of I'ig. 2). As
the mean flow velocity is increased, two frequencies emerge,
one which is dominant in the velocity signal at f;, = 30.7 Hz

scitation.org/journal/phf

and the other which is dominant in the pressure signal at
fa = 176.4 Hz (see the middle panel of Fig. 2). After a critical
value of the mean burner velocity, the dominant peaks in the
pressure and velocity spectra become equal (f = 141.9 Hz) and
the dynamics enters the regime of thermoacoustic instability
(see the right panel of Fig. 2).

The region where two distinct dominant frequencies
are observed in the dynamics is marked in grey in Fig. 2.
This region has previously been described as the intermit-
tent regime in the literature, characterized by bursts of
high-amplitude periodic oscillations in pressure that emerge
almost randomly from a background of aperiodic fluctu-
ations.> We also observe that both frequencies f;, and fq
are present in the spectra of pressure and velocity sig-
nals during intermittency; however, the dominant frequency
in velocity is f;, whereas f, is dominant in the pressure
signal.

To understand the role of the frequencies f;, and f, in the
establishment of large-amplitude oscillations in the combus-
tor, DMD modes are obtained from the PIV data acquired in
the three regimes corresponding to mean burner velocities of
8.7,10.1, and 12.3 m /s, respectively (see Table T). The amplitude
spectra of pressure and velocity in these regimes are shown
in Fig. 3 (top and center panels). The variation of the norm
of the dynamic modes with frequency is shown in the bot-
tom panel. As expected, the norm of the DMD modes shows
no peaks in the combustion noise regime. As the dynamics
enters the intermittent regime, there are two distinct peaks
at f, = 30.7 Hz and f, = 176.4 Hz, respectively. The modes
associated with these frequencies, identified as the dominant
frequencies in the velocity and pressure spectra, will here-
after be described as the hydrodynamic mode and the acoustic
mode, respectively. It should be noted that the DMD spec-
tra clearly shows the presence of two dominant modes unlike
the spectra of pressure and velocity signals. Therefore, it is
a convenient method to identify the start of the intermittent
regime from the set of operating conditions explored. In the
thermoacoustic instability regime, the norm of DMD modes
shows a single peak at the instability frequency of f = 141.9 Hz
which matches the peaks found in the pressure and velocity

200 T T T T T
. . spectra.
G Sl St We wish to comment that the amplitude spectra of heat
150 release rate fluctuations (not shown) also have peaks at the

o =] 6 o . . .

8 same frequencies as observed in the amplitude spectra of
= velocity fluctuations. Since our primary objective is to iden-
T 100} - . Tiicasstc | tify feedback mechanisms in the flow-field, we restrict our
= Hoise ey instability analysis to velocity and pressure fields. Due to the direct

coupling that exists between velocity and heat release rate
50f
e < 2 ”;’r
CICORCS o o i TABLE 1. Selected parametric values corresponding to the operating conditions stud-
5 ; . | ; . 4 ied. Velocity data were sampled at 1 kHz and pressure data at 10 kHz at all operating
3 9 10 T 12 13 conditions.
Vo(m/s) ¢ Vo (m/s) f (Hz)
FIG. 2. The dominant frequencies in the pressure signal ( f,) and the velocity sig- Combustion noise 0.90 8.7 L.
nal ( fh) as a function of the mean velogity Vy through 'the bur'ner. Peaks pelow Intermittency 077 101 30.7,176.4
4 Pa in pressure and 0.001 m/s in velocity are not considered in the selection of L .
dominant frequencies. Thermoacoustic instability 0.63 12.3 141.9
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FIG. 3. The amplitude spectra of the pressure signal P(f) (top) and the velocity signal V( f) (middle) and the norm of the DMD modes '¥;(f) (bottom) in the regime of (a)
combustion noise (¢ = 0.90, Vj = 8.7 m/s), (b) intermittency (¢ = 0.77, Vj = 10.1 m/s), and (c) thermoacoustic instability regime (¢ = 0.63, V = 12.3 m/s).

fluctuations in such combustors, the contribution of the heat
release rate in the mechanisms leading to thermoacoustic
instability is, therefore, implicitly accounted for in considering
the interactions between the unsteady pressure and velocity
fields.

The presence of two dominant frequencies during the
intermittent regime is in line with the mechanism proposed
in Nair, Thampi and Sujith®> and Nair and Sujith®® that at
least two distinct time scales are required to describe inter-
mittency. One is a fast, acoustic time scale (represented by
the peak in the pressure spectra) which depends on the
travel time of sound in the combustion chamber and the
other is a slower, hydrodynamic time scale (represented
by the peak in the velocity spectra) representing periodic
flow-features such as vortex shedding that depend on the
flow velocity inside the combustion chamber. When a phase
lock-in occurs between dynamics happening over these two
distinct time scales, large-amplitude oscillations are estab-
lished in the combustion chamber. Since intermittency occurs
as a precursor regime to thermoacoustic instability, if the
mechanism of sound production can be identified in the inter-
mittent regime itself, appropriate control action (active or
passive) may be taken to prevent the onset of thermoacoustic
instability.

The DMD time coefficients for the hydrodynamic mode
(a7) and the acoustic mode (az) are shown in Figs. 4(a) and
4(b), respectively. Figure 4(c) shows the phase difference A®
between the two modes obtained using Hilbert transform

and plotted as a function of time. We see that regions of
periodic bursts in the pressure signal correspond to time
intervals where the total phase difference grows linearly with

200 -

' ' ' ' @ |
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FIG. 4. DMD time coefficients of (a) the hydrodynamic mode a4 corresponding to
dynamics at fj, = 30.7 Hz and (b) the acoustic mode a; corresponding to dynamics
atfq = 176.4 Hz in the intermittent regime (¢ = 0.77, Vq = 10.1 m/s). (c) Total phase
difference between the acoustic and the hydrodynamic modes (A® = @, — Dg, )
obtained using a Hilbert transform and (d) the corresponding unsteady pressure
signal are also shown. The grey boxes represent time intervals where intermittent
burst oscillations are observed. They also correspond to a linear increase in A®.
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time [refer to Iig. 4(d) and grey boxes in Iig. 4(c)]. In other
words, in these time intervals, the difference in the frequen-
cies Af is a constant. Further, the slope of the phase differ-
ence during these instants of periodic bursts are related to the
frequencies f, and f, through the relation

dAD 1
T E(f“ = fn)- (10)

In this relationship, it should be noted that the phase of
the Hilbert transform is ® = 2xf + ¢(t), where f is the fre-
quency of the signal and ¢(t) the arbitrary time-varying phase.
When A® varies linearly as in Eq. (10), it implies that A¢ is
a constant. This relationship corroborates that a phase lock-
in between the hydrodynamic and the acoustic modes is
responsible for the periodic high-amplitude bursts observed
during intermittency. The pressure fluctuations grow in
amplitude when the acoustic and the hydrodynamic modes
have a favourable phase relationship. This phase-locking then
persists for a short duration. Eventually, the two modes move
out of phase and the amplitude of the pressure fluctuations
decay.

We suspect that this moving in and out of phase hap-
pens as the frequencies of the hydrodynamic (f,) and acous-
tic modes (f,) are close to commensurate. When the phase
of the two modes comes arbitrarily close, a lock-in happens
which is sustained until the dynamics drifts the phase apart.
An intermittent phase synchronization was also reported
between the pressure and heat release rate fluctuations
for the same combustor in the intermittent regime.*° Since
there is a direct coupling between velocity and heat release
fluctuations for such combustors, this should come as no
surprise.

The DMD modes corresponding to the acoustic mode
at 176.4 Hz (f,) and the hydrodynamic mode at 30.7 Hz (fj)
are shown in Figs. 5(a) and 5(b). We see that the acoustic
mode is dominant in the region upstream of the bluff-body
whereas the hydrodynamic mode is dominant downstream of
the bluff-body. In other words, dynamic processes ultimately
responsible for sound production happen primarily upstream
in the region between the dump plane and leading edge of the
bluff-body.

B. Computing bFTLE fields

To identify the coherent structures responsible for sound
production, the FTLE methodology outlined in Sec. III is

(a) = (b)
> .2
»

i

I
0 0.016 0.032 0.048 0.064 0.08 0

scitation.org/journal/phf

applied to the PIV data acquired in the regime of thermoa-
coustic instability (¢ = 0.63, Vy = 12.3 m/s) and intermittency
(¢ =0.77,Vp =10.1 m/5s).

1. LCS of thermoacoustic instability

In Fig. 6, the bFTLE fields computed over a cycle of
thermoacoustic instability are shown along with the cor-
responding pressure signal. The dynamics observed during
instability consists of three dominant features: (1) shear layer
roll-up in the dump plane followed by its convection and
impingement on the combustor walls, (2) a separated shear
layer originating at the leading edge of the bluff body and
convecting downstream, and (3) vortex roll-up and shedding
in the bluff-body wake augmented by the separating shear
layer. As the unsteady pressure increases and reaches the
local maxima (compression phase), the shear layer separat-
ing from the dump plane rolls up and moves towards the
bluff-body [refer to Figs. 6(a)-6(d)]. The increase in pres-
sure also commences the roll-up of a vortex from the lead-
ing edge of the bluff-body. The two shear layers squeeze
the fluid in between them at the point of pressure maxima.
As the pressure starts decreasing from the maxima towards
the minima (expansion phase), the vortex formed upstream
of the bluff-body impinges on the combustor walls [refer to
Figs. 6(e)-6(g)]. During this time instant, the vortex formed at
the leading of the bluff-body grows to its maximum size and
sheds downstream. Due to the impingement of flame carry-
ing vortex from the dump plane, there is an increase in heat
release rate and consequently a rise in pressure due to fine-
scale mixing and burning which initiates the start of a new
cycle.

2. LCS of intermittent regime

To identify the flow structures observed exclusively dur-
ing sound production, we first consider a time interval within
the periodic bursting stage of intermittency. In Fig. 7, the evo-
lution of the bFTLE field over a cycle of burst oscillation in
pressure is shown. Time coefficients for the two modes are
shown in the left and the corresponding pressure signal on
the right of the panels. Over this short time duration, the
variations in the hydrodynamic mode coefficient a; are neg-
ligible whereas the variation in acoustic mode coefficient ap
is periodic. Although the shear layer dynamics happen at the
same frequency as that of pressure fluctuations, there need
not be a good correlation between the two processes. This is
because the phase difference between the acoustic part of the

FIG. 5. The DMD mode at (a) fo = 176.4
Hz (acoustic mode), and (b) fi, = 30.7 Hz
(hydrodynamic mode) in the intermittent
regime (¢ = 0.77, Vo = 10.1 m/s). Flow
is from left to right.
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FIG. 6. bFTLE fields (panels) computed from the velocity fields along with the corresponding pressure data (bottom) over a time period of thermoacoustic instability
(¢ = 0.63, Vo =123 mis, Ty = 16 ms). The bFTLE fields show periodic shear layer roll-up and impingement upstream of the bluff-body, shear layer separation from

the leading edge of the bluff-body, and vortex shedding downstream of the bluff-body. Flow is from left to right.
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flow field and the pressure fluctuations can assume arbitrary
values due to the drifting of phase in the windows without
bursts.

Over a burst cycle, the shear layer upstream of the bluff-
body, which separates the cold reactants and the hot prod-
ucts moves away from the bluff-body towards the dump plane
when a; moves towards a local minimum [refer to Figs. 7(a)-
7(c)] and towards the bluff-body from the dump plane when a
moves towards a local maximum [refer to Figs. 7(d)-7(f)]. Cor-
respondingly, the shear layer separating from the leading edge
of the bluff-body tilts slightly downstream when the pressure
decreases and slightly upstream when the pressure increases
due to the propagation of periodic convective waves along the
shear layer. The net result is a periodic squeezing of the two
shear layers together just as we observed for thermoacoustic
instability.

In order to establish that the observed structures are
truly acoustic in nature, we created an artificial flow-field
by superposing the DMD modes corresponding to the mean
component and the component corresponding to the acous-
tic mode. The ridges of the bFTLE fields obtained using this
flow-field are marked in blue in Fig. 7. We observe that the
prominent flow features identified using the overall velocity
field; i.e., the roll up of the shear layer from the dump plane
and leading edge of the bluff-body are still present in this arti-
ficial flow field. This indicates that the identified dynamics of
flow structures observed during sound production are indeed
acoustic.

We wish to state that computing bFTLE fields directly
from the individual filtered velocity components (for instance,
the acoustic mode) would be usually incorrect. This is because
DMD is an Eulerian flow decomposition technique whereas
FTLE computation is Lagrangian, two methods that do not

scitation.org/journal/phf

commute. The good similarity observed in the sets of bFTLE
fields computed using unfiltered and DMD filtered data sets
therefore is indicative of the negligible effect the hydro-
dynamic mode plays in the overall dynamics of bursting
over a cycle (as it happens over a larger time scale). We
further note that the vortex shedding which was down-
stream of the bluff-body during instability is not a promi-
nent feature of the dynamics during bursting. We suspect
this vortex shedding to be the flow structure corresponding
to the hydrodynamic mode. This is supported by the DMD
mode shape obtained for the hydrodynamics frequency f,
which shows significant activity downstream of the bluff-body
with negligible contributions upstream [refer to Fig. 5(b)].
The flapping of the shear layer when phased properly with
the vortex shedding process downstream of the bluff-body
results in the growth of oscillations during the bursting
cycle.

To further substantiate our proposition, we compute the
bFTLE fields over a same interval when the pressure ampli-
tudes are low without bursts (refer to Iig. 8). We clearly see
that unlike the previous case, there is no periodic shear layer
flapping from the dump plane or the leading edge of the bluff-
body. The changes in the ridges across the time interval are
marginal and there is no periodic process which can lock in
with the hydrodynamic mode. This highlights the usefulness of
the DMD filtering in identifying the sound producing dynamics
of the flow structures.

Based on these observations, we can conclude that the
acoustic mode is responsible for the shear layer roll-up, con-
vection and subsequent impingement upstream of the bluff
body. The hydrodynamic mode plays a negligible role in this
process in the time scale considered. When one of the acous-
tic modes is excited, a periodic fluctuation in heat release

11.165
¢ 11.164
d
1163 FIG. 8. bFTLE fields (panels) computed in a time win-
- dow where there are no bursts in the intermittency regime
{'—} (¢ =0.77, Vo =10.1 m/s, Ty = 16 ms) along with the instan-
é taneous pressure signal (right). bFTLE fields show little vari-
1.162 ation across the time interval upstream of the bluff-body.
Flow is from left to right.
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is established at the same frequency through impingement
of flame carrying vortices on the combustor walls. Periodic
fluctuations in heat release rate, in turn, produce periodic
pressure fluctuations that initiate a new cycle of shear layer
flapping and impingement from the upstream dump plane.
The strength and the existence of such a feedback neces-
sitates a phase coupling between the acoustic and hydro-
dynamic modes. When the operating conditions are such
that the interaction between the hydrodynamic mode and
one of the acoustic modes are in phase, we have intermit-
tent burst oscillations. When the operating conditions are
such that the favourable phase relationship can be main-
tained over long time intervals, thermoacoustic instability is
established.

It is worth noting that the aspect ratio of the bluff body;
i.e., the ratio of the streamwise thickness to its diameter,
has a strong effect on the shear layer.*’“? In the present
experiment, the upstream sting that holds the bluff body
adds to the thickness of the boundary layer that eventu-
ally separates at the sharp corner of the bluff body. This
is important because the vortex patterns observed and the
regions of intense heat release which are anticipated to reside
within the vortex cores and in the Taylor layers in the braids
between the vortices established by the separated shear lay-
ers can depend critically on the dimension of the bluff-
body employed.“* Consequently, the flow conditions at which
instability is observed can also depart from the conditions
reported in the study for alternate configurations of the flame
holder.

Studying the flow-fields obtained during thermoacoustic
instability provides limited information as separation of the
role of hydrodynamic and acoustic modes is difficult. By split-
ting the dynamics occurring in the intermittent regime into
intervals with and without sound production, we could bet-
ter understand the dynamic flow features observed exclusively
during sound production for the combustor under study. A
suitable extension of the study would be to perform control
studies where such flow structures are actively targeted and
disrupted in an attempt to mitigate instability.

V. CONCLUSIONS

Coherent structures are often the cause of thermoacous-
tic instability in gas turbine combustors. Hence, identifying
the mechanisms and the positive feedback processes connect-
ing the flow-field, heat release rate, and the acoustics dur-
ing early stages of design is critical in effecting appropriate
control action to prevent the onset of thermoacoustic insta-
bility. This paper outlines a novel methodology incorporating
a flow decomposition technique (DMD) and a vortex detec-
tion scheme (bFTLE) to identify the thermoacoustic instability
mechanism from flow-field measurements. The DMD algo-
rithm allows resolving the flow-field into components cor-
responding to the dominant frequencies at various operating
conditions. Studying the bFTLE fields on such DMD-resolved
velocity data in carefully chosen time intervals then allows the
flow structures observed exclusively during sound production
to be identified.

scitation.org/journal/phf

This framework is applied to experimental velocity fields
obtained from a bluff-stabilized combustor in the dynamic
regimes of combustion noise (¢ = 0.90, Vo = 8.7 m/s), intermit-
tency (¢ = 0.77, Vo = 10.1 m/s), and thermoacoustic instability
(¢ = 0.63, Vg =12.3 m/5s). A clear picture of the bifurcation of
the dynamics into these three regimes is presented as a func-
tion of the mean velocity through the burner. It is shown that
the intermittent regime emerges as the result of mutually-
coupled dynamics operating over two distinct, dominant time
scales: a faster, acoustic time scale and a slower, hydrody-
namic time scale. Utilizing the norm of the DMD modes, it
is possible to identify the starting point of the intermittent
regime.

bFTLE fields during thermoacoustic instability show that
the dominant dynamics are the shear layer roll-up, convec-
tion and impingement upstream of the bluff-body, and vortex
shedding downstream of the bluff-body. Two dominant fre-
quencies were observed in the intermittent regime: 30.7 Hz
corresponding to the hydrodynamic mode and 176.4 Hz cor-
responding to acoustic mode. These two modes lock in- and
out of phase resulting in the formation and disruption of
periodic bursts during intermittency. We find that the bFTLE
fields during the bursting stage of intermittency retain qual-
itative similarity with those obtained during instability. Fur-
ther, using a DMD filtered velocity comprising only of the
mean and the acoustic velocities, we find that the critical
dynamic features that were identified—the shear layer flap-
ping in the dump plane and from the leading edge of the
bluff-body—are retained. We also confirm that these dynam-
ics are absent in a time interval when the pressure ampli-
tudes are low. This convincingly demonstrates that it is
possible to identify flow structures corresponding to the
acoustic mode from velocity data comprising multiple modes
at an early stage. Further, the study strongly indicates that
a lower order representation of the dynamics is possible to
describe the state of intermittency, which will be taken up in
a future study.

It is already known that thermoacoustic instability is
established when there is a favourable phase relationship
between the hydrodynamic and acoustic modes; i.e., when
the frequencies of the hydrodynamic mode and the acous-
tic mode become commensurate. The analysis carried forth
in the study shows that these modes can be identified
well in advance of an impending instability. bFTLE fields
reveal the flow structures one can expect to observe during
thermoacoustic instability without actually conducting costly
experiments in such regimes. The presented framework can,
therefore, be implemented during the early design stages
of various combustion chambers to mitigate large-amplitude
pressure oscillations.
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