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a b s t r a c t

As the concept of quantization matrix becomes an important feature in recent video CODECs, an opti-

mized quantization matrix is being considered in the High-Efficiency Video Coding (HEVC) standard.

This paper describes the entropy encoding by familiarizing optimized quantization matrix, and so higher

rate of compression can be accomplished over the improved entropy encoding. Experiments show that

for the eight benchmark video sequences and PSNR for varying rate of data transmission is explored.

Comparative analysis is made with the improved (WE-Encoding) and standard entropy encoding based

on the performance measurements. The simulation results show that the proposed method (WE-OQM)

can save the originality of the decoded video sequence far better even though the compression rate is

increased. In addition, the overall analysis states that the proposed method is 35.29% better than the

Standard Encoding and 62.5% better than the WE-Encoding.

� 2017 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Due to the rapid development of multimedia and internet

usages, efficient transmission of video through the network is a

primary concern. To transmit video stream efficiently through

internet video coding procedure is used which compresses digi-

tized video data. The essential pre-requisite of video coding is to

transmit less video information without compromise on quality.

Practical applications of video coding include high definition tele-

vision, video streaming, video communication, etc. (Yeh et al.,

2015). Visual Coding Experts Group (VCEG) enacted early video

coding standards such as MPEG-1, MPEG-2 and H.264/AVC

(Correa et al., 2012). Later, the Joint Collaborative Team on video

coding (JCT-VC) passed the High-Efficiency Video Coding (HEVC)

standard (Han et al., 2012; Sullivan et al., 2012, 2013). The latest

HEVC standard is the advanced form of H.264/MPEG4 part

10-Advanced Video Coding (AVC) standard (Sandeep et al., 2015).

The advanced HEVC have been proposed to assist high bit rates,

spatial and reliable scalability, multi-view video coding and addi-

tional colour formats (Xiang et al., 2011). Therefore the key objec-

tive of HEVC is to improve the multimedia performance with low

complexity and computational cost (Choi and Choi, 2013).

HEVC involves multiple coding tools namely Prediction unit,

coding unit, transform unit in quadtree coding block partitioning

tool. The picture is subdivided into many blocks for prediction

and coding in quadtree tool (Bossen et al., 2012). While comparing

with conventional video coding standards such as MPEG and

H.264/AVC, the HEVC performance is great in terms of bit rates,

but the encoding section of HEVC suffers from drawbacks such as

computational complexity and storage problems (Correa et al.,

2012; Sunil Kumar et al., 2016a,b; Shanableh et al., 2013). Intra

coding offers fine quality videos, but it has certain drawbacks. On

the other hand, quantization can improve the subjective quality

of videos by obtaining higher peak signal to noise ratio (PSNR)

(Wang et al., 2015). By adjusting the quantization parameter, bit-

rate control can be performed efficiently. Using bit-rate control

the target bits are precisely allocated (Sun et al., 2014). Several

quantization methods are given in the following literature reviews

(Zhou et al. 2015).

In early video codecs, DCT coefficients were primarily quantized

according to a uniform scalar quantizer (USQ) (Sun et al., 2013;
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Winken et al., 2015). Later on, in addition with USQ dead zone

[USQ + deadzone (DZ)] was adopted in MPEG-4, AVS, and early

H.264/AVC reference codes (Yin et al., 2015; Sunil Kumar et al.,

2016b). For an advanced version of H.264/AVC as well as HEVC,

rate distortion optimized quantization (RDOQ), as well as Block

Level Adaptive Quantization method (BLAQ), has been proposed

(Wang et al., 2015). A popular Soft decision quantization (SDQ)

technique is implemented for video coding to achieve coefficient-

level rate-distortion optimized quantization (RDOQ) in (Yin et al.,

2015).

The remainder of this paper is organized as follows. First,

related works on various entropy encoding techniques in the liter-

ature are reviewed in Section 2. A brief description of the tech-

niques used for entropy encoding in the HEVC video coding

standard in its current state of development is presented in Sec-

tion 3. Section 4 describes the methodology used in this paper

for optimizing quantization matrix in HEVC. Section 5 presents

experimental results for a set of eight video sequences, analyzing

the tradeoff between encoding performance and computational

cost. Finally, conclusions are presented in Section 6.

2. Review on contributions in HEVC

2.1. Encoding concepts in HEVC

Other related works in HEVC include a novel algorithm namely

Adaptive Fast Quadtree Level Decision (AFQLD) algorithm to make

faster decision on Coding unit splitting in HEVC, which is intro-

duced by Honrubia et al. (2016) in 2015. Also, the fast decision-

making problem is addressed by Hu and Yang (2015) in 2016

and is overcome with the use of fast intra mode decision (OIMD)

algorithm. In the same year, Yeh et al. (2015) propose intra predic-

tion model for increasing the performance of intra coding in HEVC.

Moreover, by enhancing the video quality, intra frame rate is con-

trolled with the help of gradient-based R-lambda (GRL) method

experimentally studied by Wang et al. (2014). In contrast, several

methods are focussed on transform coding in HEVC. In 2013,

Nguyen et al. (2013) had introduced the quadtree-based partition-

ing dubbed as residual quadtree that supports in increasing the

size of transform blocks and in 2012 Sole et al. (2012) have worked

on transform coefficient coding which includes the scanning pat-

terns and coding methods.

2.2. Customization of QM

In early video codecs, the Quantization Matrix (QM) was pre-

dominantly developed to focus on the visual quality improvement.

In 2010, Malavika Bhaskaranand introduced Campbell’s spectral

entropy and coefficient rate. Since spectral entropy method has

entailed delay, this scheme could be used to customize QM on a

per-frame basis in contrast to macroblock adaptive QM schemes

proposed for H.264 video encoders. Also the QM design method

involves delay but is not computationally intensive

(Bhaskaranand and Gibson, 2010). With the rapid development

of video services Visual Display Unit (VDU), is newly used for dis-

playing video data in High Definition (HD) and Ultra HD (UHD) dis-

play resolutions. Recently, some successful approaches have been

presented for resolution. Thus to further improve the display reso-

lution, Lee Prangnell recently proposed a Human Visual System

and a 2D Contrast Sensitivity Function Quantization Matrix

method. Based on the display resolution of the target VDU, it has

taken the consideration to determine the appropriate levels of

quantization required to reduce unwanted video compression (Li

and Yang, 2016).

2.3. Problem statement

As per the above review, very few researchers have worked on

customizing QM as per their requirement. They have made the QM

adaptive to handle the environmental constraints. Despite the fact

that the QM customization has been reported as promising in the

literature, they are information specific processes. Since the QM

is made adaptive, it requires sufficient information process to gen-

erate its own QM. As a result, the QM might be generated based on

the contents and the characteristics of the subjected video

sequence (Bhaskaranand and Gibson, 2010). It obviously increases

the processing time, which is sensitive in real-world applications.

Secondly, the sensitivity to quantization levels in (Li and Yang,

2016) put a bottleneck for the generalized operation of the HEVC.

The most important concern is that the reported QM customization

can support H.264 encoding, but uncertain to HEVC. The literature

lags in optimizing the QM and so to improve the encoding perfor-

mance of HEVC.

2.4. Contributions

This paper contributes to improve the HEVC standard in two

stages. They are given below.

� In the first stage, the optimized method concept in the CABAC

scheme is adopted. As a result, the encoding efficiency can be

improved.

� In the second stage, the QM is optimized to perform the quan-

tization operation. To facilitate the optimization, a maximiza-

tion model is formulated. The model is solved using an

iterative meta-heuristic update, and so the optimized QM is

obtained.

� Simulation study is carried out with prevailing QM on encoding

benchmark video sequences of different contents

3. WE-OQM based HEVC

3.1. Proposed architecture

The proposed HEVC architecture exploits WE-Encoding princi-

ple (Sunil Kumar et al., 2017) in the CABAC encoder. Further, opti-

mization of QM is performed in this paper and included in the

quantization process of the HEVC architecture. It is to be observed

that the literature reports adaptive QM, which is different from

optimizing QM. Adaptive QM gets its values based on the contents

of the video sequences, whereas the optimized QM maintains its

performance for diverse video sequences. The association of the

WE-encoding principle and optimized QM with the HEVC standard

is portrayed in Fig. 1, where the red coloured block shows sug-

gested changes in the HEVC architecture. The details of WE-

Encoding (Sunil Kumar et al., 2017) are discussed further, whereas

the detailed information about the HEVC operation is given in

(Sullivan et al., 2012). The proposed QM optimization process is

discussed in the next sub-section.

3.2. Weighted entropy encoding for HEVC

Assume X be the set of M video sequences fx1; x2; . . . ; xMg, with

an individual xk for 1 6 k 6 M and their unconditional attribute

vector of ½y1; y2; . . . ; yN�
T , where N denoted the number of attributes

and yj had a province value which can be valued by

½y1;j; y2;j; . . . ; yni;j� for 1 6 j 6 N , where yj symbolizes the number

of dissimilar values in the attributeyj . Assume that the attribute

yj be the random variable, the random vectors ½y1; y2; . . . ; yN�
T are

designated as Y . The attribute xi is denoted as ½xi;1; xi;2; . . . ; xi;m�
T .
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For each attribute, the entropy is weighted with the aid of

reverse sigmoid function,

W i ¼ 1� logit
�1
ðwiEiÞ ð1Þ

W i ¼ 1�
1

1þ e�wiEi
ð2Þ

The weighted entropy model claims in determining optimal wi

based on the pixel-wise relationship of the decoded video sequence

with the original video sequence. Hence, the optimal wi can be

expressed as a maximization problem given below.

w� ¼ argmax
wi

X

Ms

l¼1

2logxmax
l � log

1

jxlj

X

u

X

v

ðxlðu;vÞ�xl
_
ðu;vÞÞ

2

" # !

ð3Þ

where xlðu;vÞ and xl
_
ðu;vÞ brings up to ðu; vÞthpixel element of a

frame corresponds to l
th

video sequence and the decoded video

sequence, respectively. Finally, to optimize the entropy weight, a

novel firefly algorithm (Bhatnagar and Gupta, 2016; Rao

Yarrapragada and Bala Krishna, 2017) is exploited. This algorithm

helps to solve the objective function given in Eq. (3).

Firefly algorithm: Xin-She Yang proposed metaheuristic firefly

algorithm, which is inspired by the flashing behaviour of fireflies.

Generally, the fireflies create luminescent flashes as a signal sys-

tem in order to communicate with other fireflies, particularly to
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Fig. 2. To create a 16 � 16 QM, each entry in an 8 � 8 QM is upsampled and

replicated into a 2 � 2 region, while each entry in an 8 � 8 QM is upsampled and

replicated into a 4 � 4 region to create a 32 � 32 QM.
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prey attractions. In addition, the flashing light is created by a pro-

cedure termed as Bioluminescence.

The assumptions made in the firefly algorithm are represented

as follows:

(a) All fireflies will be attracted to every other firefly in spite of

their sex, specifically to say that they are unisex.

(b) The attractiveness and brightness minimum as the distance

maximum and are also proportional to each other. In addi-

tion, the fewer bright will be moving towards the brighter

one. If there is no brighter one it will move randomly.

(c) By the shape of the objective function, the brightness of a

firefly is determined or affected.

4. Optimized quantization matrix for HEVC

4.1. Static quantization matrices (QMs)

The Static Quantization matrices contribution is taken from the

literature. Due to the advantage of frequency dependent scaling,

the HVS-CSF QM technique presented in (Wang et al., 2001) has

taken as the default intra QM in HEVC. The HVS-CSF constructed

8 � 8 intra QM, and the 8 � 8 inter QM that is derived from the

intra QM, have been exposed to be the actual QM solutions in

HEVC. The default QMs in HEVC permit low frequency AC to trans-

form coefficients to be quantized with a finer quantization step

size in 8 � 8 TBs (Sze et al., 2014). Even though the HEVC standard

supports up to 32 � 32 TBs, default 16 � 16 and 32 � 32 QMs were

not offered in HEVC design. Instead of that, they are attained from

upsampling and replication of the 8 � 8 QMs. More precisely, for

creating a 16 � 16 QM, each entry in an 8 � 8 QM is upsampled

and replicated into a 2 � 2 region. Also each entry in the same 8

� 8 QM is upsampled and replicated into a 4 � 4 region to create

a 32 � 32 QM (Sze et al., 2014). This QM replication process guar-

antees that transform coefficients, in 16 � 16 and 32 � 32 TBs, are

nearly quantized in accordance with their frequency content (see

Fig. 3); distinguished that 8 � 8 QM upsampling and replication

process for the AQM technique. Because HEVC has worked up to

a total of 20 QMs, this 8 � 8 QM upsampling and replication pro-

cess has been intended to minimize computational complexity

with respect to the memory requirements desired to store the

QMs (Sze et al., 2014).

As stated, the default 8 � 8 intra QM in HEVC is derived from a

HVS-CSF based approach (Wang et al., 2001; Rodríguez-Vallejo

et al., 2016). In the conventional technique, the HVS has demon-

strated as a nonlinear point transformation charted by the Modu-

lation Transfer Function (MTF) (Mannos and Sakrison, 1974). A

CSF-based MTF was well defined as follows:

Wðf Þ ¼ eðg þ qf Þ expð�qðf Þ
r
Þ ð4Þ

where f is the radial frequency in cycles per degree of the visual

angle, also e; g;q; and r were constants.According to Daly’s 2D

HVS-CSF approach in (Rodríguez-Vallejo et al., 2016), the MTF is

estimated using modified constant values e ¼ 2:2, g ¼ 0:192 ,

q ¼ 0:114 and r ¼ 1:1 (Tech et al., 2016). The MTF is used to produce

a 2D FWM, Wðk; lÞ , consisting of floating point values from which

the threshold values of QM integer were derived. Wðk; lÞ is calcu-

lated in (5):

Wðk; lÞ

¼

2:2ð0:192þ0:114f
0
ðk; lÞÞexpð�ð0:114f

0
ðk; lÞÞ

1:1
Þ f

0
ðk; lÞ> fmax

1:0 otherwise;

8

>

<

>

:

ð5Þ

where the variables k and l in Wðk; lÞ symbolizes the horizontal and

vertical floating point values, f
0
ðk; lÞ is the normalized radial spatial

frequency in cycles per degree and fmax represents the frequency of

8 cycles per degree (i.e., the exponential peak).On account of inter-

preting the fluctuations in the MTF as a function of viewing angle h,

the normalized radial spatial frequency, f
0
ðk; lÞ; has demarcated by

angular dependent functionAðhðk; lÞÞ. Both f
0
ðk; lÞ and Aðhðk; lÞÞ were

measured in (6)–(9).

f
0
ðk; lÞ ¼

f ðk; lÞ

Aðhðk; lÞÞ
ð6Þ

f ðk; lÞ ¼
3:14

180 sin
�1
ð1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ d
2

p

ÞÞ
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f ðkÞ
2
þ f ðlÞ

2
q

ð7Þ
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Aðhðk; lÞÞ ¼
1� p

2
cosð4hðk; lÞÞ þ

1þ p

2
ð8Þ

hðk; lÞ ¼ arctan
f ðkÞ

f ðlÞ

� �

ð9Þ

where d signifies the perceptual distance of 512 mm and p repre-

sents the symmetry parameter with the value 0.7 (Mannos and

Sakrison, 1974). Since symmetry parameter and angular dependent

function are directly proportional, Aðhðk; lÞÞ decreases at approxi-

mately 45� as such p decreases; this in turn decreases Wðk; lÞ and

increases f
0
ðk; lÞ . The distinct vertical and horizontal frequencies

are calculated in (10):

f ðlÞ ¼
l� 1

D� 2M
for l ¼ 1;2; ::::;M; ð10Þ

f ðkÞ ¼
k� 1

D� 2M
; for k ¼ 1;2; ::::;M; ð11Þ

where D indicates the dot pitch value of 0.25 mm andM denotes the

number of vertical and horizontal radial spatial frequencies.

4.2. Optimization of QMs

In order to optimize the quantization matrix, the static quanti-

zation matrix has taken as default from where the quantization

model process takes place. In quantization model the Multiple

Video Sequence, General Control Data from general coder control

block and motion compensated video signals obtained from the

spatial relevance of video frames are given as input which is then

quantized in the form of multiple evaluation scores, and this can

be updated iteratively to attain the desired evaluation score. Fur-

thermore, the resultant values are fed back to the blocks such as

Quantized Transform Coefficient, Scaling & Inverse Transform,

and Intra Picture Estimation Blocks present in HEVC architecture.

On account of determining the PSNR, mean square error of the

quantized multiple video sequence is calculated in (11):

MSE ¼
X

Nv

h¼1

1

Nr � Nf � Nc

X

Nr�1

a¼0

�
X

Nf�1

b¼0

�
XNc�1

c¼0
½V
ðhÞ
I ða; b; cÞ

�V
ðhÞ
R½Q �ða; b; cÞ�

2 ð12Þ

where V
ðhÞ
I ða; b; cÞ and V

ðhÞ
R½Q �ða; b; cÞ indicates the pixel value of orig-

inal and quantization matrix of decoded video signals in position

ða; bÞ from the cth frame of h video sequences respectively, Nr;Nf

denotes the number of pixel position, Nc represents the number

of frames in multiple video sequence.

Therefore the PSNR of quantized multiple video sequence is

given as:

PSNR ¼ 10log10

X

Nv

h¼1

max ½V ðhÞI �
2

MSE
ð13Þ

where Nv represents the number of a video sequence, V ðhÞI indicates

original video signal of h video sequence.

For determining the optimal solution constructed with the

pixel-wise relationship of the decoded video sequence with the

original video sequence, the proposed quantization model is pre-

sented. Hence, the method of determining optimal solution can

be expressed as maximization problem given as follows:

½Q �� ¼ argmax
½Q �

1

Nv

X

Nv

h¼1

10log10

max ½V ðhÞI �
2

MSE

" #

ð14Þ

Qþm ¼ Qm þ r1½Qm � Qbest� ð15Þ

where ½Q �� is the optimized quantization matrix and ½Q � represents

quantization matrix in Eq. (13). In Eq. (14), Qþm, Qmand Qbest refer to

the updated quantization matrix, old quantization matrix and best

of the quantization matrices achieved till the current iteration,

respectively. r1 is an arbitrary integer generated within the interval

½�1;1� . In Fig. 4, the flowchart of optimized QMs is illustrated. Here,

the static quantization matrix is given as input to the population of

quantization matrix. Subsequently, the evaluation of Quantization

matrix is exploited by Mean Square Error (MSE). On the basis of

evaluation, the selection of optimal quantization matrix procedure

takes place, and then the quantization matrix is updated. If the ter-

minate criteria is reached, the process will return the optimized

quantized matrix otherwise, the process will repeat.

Algorithm: Pseudo code to solve the optimized quantization

matrix

1 Inputs: Random quantization matrix, General control data,

Multiple video sequence, Motion compensated video

signals

2 Outputs: Quantized transform coefficients, Scaling & inverse

transform, Intra picture estimation

3 Initialize t ¼ 0

4 while t < tmax

5 Determine the optimized quantization matrix

6 Update the quantization matrix, Qþm
7 t  t þ 1

8 End while

9 Return ½Q��

5. Results and discussion

5.1. Dataset and procedure

The experimental study for the WE-OQM and the standard, as

well as the improved entropy coding in HEVC standard, has been

finished using the selected eight video sequences existing in

http://www.cipr.rpi.edu/resource/sequences/sif.html in YUV file

format. The information and number of frames available in eight

video sequences are differentiated by mobile, container, coast-

guard, hall monitor, garden, tennis, foreman and football with

300, 140, 112, 300, 300, 300, 115 and 125 frame sequences respec-

tively. The resolution at 352 � 288 for foreman, container, hall

monitor, coastguard video sequences and 352 � 240 resolutions

for mobile, football, tennis and garden. In order to understand

the performance of encoded principle, the PSNR of the decoded

video sequences is examined. The effectiveness of the WE-OQM

method is estimated by comparing with the improved and stan-

dard encoding method. Here forth, the statistical performance

comparison of the proposed method refers to WE-OQM with the

existing method so calledWE-encoding, and the standard encoding

method is discussed in the following sections.

5.2. Quality of decoding

Here, the graph plotted between a number of transmitted bits

and PSNR to analyze the performance of the WE-OQM method

using PSNR metrics is presented and then compared the results

with the standard entropy coding methods. Fig. 6 signifies the

PSNR analysis for the video sequences such as football, garden,

mobile, tennis, coastguard, foreman, hall monitor, and container.

In Fig. 2 the PSNRs are plotted for varying number of transmitted

bits, which are determined by means of block sizes, 2, 4, 8 and
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16. The proposed WE-OQMmethod meets the PSNR of 78 dB when

transmitting at 1850 kbps and it is depicted in Fig. 6(a). In Fig. 6(b),

the PSNR has been increased to around 78 dB, when transmitting

at 2800 dB. In case of Fig. 6(c), the proposed WE-OQM outperforms

the conventional methods and reaches 1900 kbps. The proposed

WE-OQM method attains 73 dB and 79 dB when transmitting at

3950 and 2950 and it is demonstrated in Fig. 6(d) and (e). More-

over, the proposed method has managed to reach a maximum

PSNR of 75 dB, and it depicts in Fig. 6(f). In Fig. 6(g) and (h), the

proposed method achieves 84 dB and 83 dB respectively. The per-

formance deviation value between the WE-OQM and the standard

entropy methods are given as 13.7%, 5.5%, 6.3%, 10.9%, 8%, 5.3%,

5.4%, and 7.41% and the percentage deviation between WE-OQM

and weighted entropy methods are given as 5.1%, 1.3%, 5.5%,

4.8%, 3.2%, 3.3%, 2.98% and 2.4% with respect to video sequences

football, garden, mobile, tennis, coastguard, foreman, hall monitor

and container. The minimum performance deviation value

between the WE-OQM and the standard entropy methods have

been attained by the foreman. Similarly, the garden has achieved

minimum percentage deviation between WE-OQM and the

weighted entropy methods (Fig. 5).

In case of a mobile video sequence, the performance of WE-

OQM method is much lower than the existing weighted entropy

method. It is because, it does not adapt with the encoded principle.

Thus, the performance of the mobile video sequence is low than

the other video sequences. In hall monitor video sequence, the

WE-OQM and standard entropy method have attained the maxi-

mum PSNR of 84 dB and 79.5 dB, respectively.

Since the WE-Encoding exploits meta-heuristic search, it highly

on the initial solution. In the rarest case, i.e., at 1500 kbps (approx-

imately), the WE-Encoding provides an unusual rise in the PSNR

value.

While the literature lags in optimizing the QM, we find the little

relevance from the research contributions, FSDQ (Yin et al., 2015)

and RDOQ (Karczewicz et al., 2008) in QM design. Hence, the com-

parison is made with them and quantified in Table 1. The average

PSNR for the proposed WE-OQM is about 84% with respect to the

Best case scenario. It can be seen that the proposed approach can

attain slightly enhanced average video encoding performance than

the conventional SDQ (Yin et al., 2015). Meanwhile, the PSNR rate

is noted with respect to the RDOQ is enhanced much. In addition,

one can see that the proposed method is able to attain slightly bet-

ter performance compared with the WE-Encoding (Sunil Kumar

et al., 2017).

As shown in Table 2, the performance of the WE-OQM method

and its comparison with respect to the statistical measures namely

mean, median, best, worst, and deviation are tabulated. These mea-

sures are calculated from the results of all decoded video

sequences. That is to say, mean denotes the average PSNR of all

the retrieved video sequences. Compared with the standard

entropy method, the mean encoding performance of WE-OQM

method improves 5.3%, 6.2%, 6.8% and 7.5% with the respective

block sizes of 1, 2, 4 and 8. According to the median encoding per-

formance with corresponding block sizes 1, 2, 4 and 8, 5.3%, 7%,

5.9% and 6.7% improvement is observed for the WE-OQM method.

As per the best case scenario, the improvement of the WE-OQM

over the standard entropy is noted as 5.5%, 5.7%, 6.7% and 5.9%

with the corresponding block size of 1, 2, 4 and 8. While calculating

the worst measure for the performance identification at varied

block size 1, 2, 4 and 8, the WE-OQM method indicates better per-

formance with 4.7%, 6.6%, 10.7% and 10.8% improvement. When

considering the deviation measures, the better performance occurs

for all block size. In addition, the deviation performance of WE-

OQM method is far better than the standard as well as existing

weighted entropy methods.

5.3. Computation overhead

Table 3 illustrates the computational time for the selected

eight video sequences. The computational time experienced by

the WE-OQM method is higher than the standard and weighted

encoding principle in all video sequences. Due to more steps

involved in WE-OQM HEVC encoding principle, the computational

time increases. Moreover, Table 4 shows the performance of the

WE-OQM method with respect to the computational time and

PSNR for the selected eight video sequences. When comparing

the WE-OQM encoding with the standard as well as weighted

entropy method, the time required is high with proportion to

the PSNR level. However, in block size 2 of video sequence 3, 6

and block size 1 of video sequence 3, the time incurred by the

Static Quantization 

Matrix 

Population of 

Quantization Matrix 

Evaluation of 

Quantization Matrix 

Using MSE 

Selection of best 

Quantization Matrix 

Update Quantization 

Matrix

If terminate 

criteria 

reach

Return Optimized  

Quantization Matrix 

No 

Yes 

Fig. 4. Flowchart of Optimized QMs.
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WE-OQM method over standard entropy encoding is lesser than

the WE-OQM method over existing weighted entropy method.

Similarly, in block size 4 and 8 of video sequence 3, the PSNR val-

ues of the WE-OQM method over weighted entropy method are

reduced than the WE-OQM over standard entropy method, and

it is expressed as the negative sign. Even though complicated

encoding steps are introduced, this has increased the efficiency

of the WE-OQM method. The compression ratios of selected eight

video sequences with the percentage reduction in a number of

bits to be transmitted for WE-OQM over existing methods are

tabulated in Table 5. It is clear that, the compression ratio (Zalik

and Lukac, 2014; Murthy and Sujatha, 2016) of proposed WE-

OQM is higher than the standard and existing methods for all

selected eight video sequences. The compression ratio can be for-

mulated as the ratio of number of actual bits to the number of

bits transmitted as given in Eq. (15), whereas the reciprocal of

compression ratio refers to the data rate savings as mentioned

in Eq. (16).

Mobile 

Container 

Coastguard 

Hall monitor 

Garden 

Tennis 

Foreman 

Football 

Fig. 5. Sample frames of eight video sequences.
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CR ¼
Numberof actualbits inthe sequence

Numberof compressedbits inthe sequence
ð16Þ

%N ¼
1

CR
� 100 ð17Þ

From Table 5 the performance comparison of WE-OQM over

standard method in terms of compression ratio for the first and

sixth video sequences are 35.29% and 62.5% improved with the cor-

responding data-rate savings of 3.41% and 7.24%. Despite this the

overall performance of data-rate saving with regards to the com-

Fig. 6. PSNR of the decoded video sequences – (a) football, (b) garden, (c) mobile, (d) tennis, (e) coastguard, (f) foreman, (g) hall monitor, (h) container after transmitting

through improved as well as standard entropy encoding principle of HEVC.
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pression ratio for the proposed WE-OQM holds higher than other

existing methods. Besides the percentage reduction in number of

bits to be transmitted for all eight video sequences is minimum

than the standard entropy method and improved weighted

entropy method. For 4 and 6 video sequences, the performance

of percentage reduction in number of bits to be transmitted for

standard as well as improved weighted entropy is 39.5%, 62.67%

and 4.2%, 13.93% lesser than WE-OQM method respectively.

Table 4

Performance improvement of WE-OQMover standard and weighted encoding principle and the computation cost incurred for the improvement.

Comparison Scenarios Block size 1 2 4 8

Improvement Metrics PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s)

Proposed Weighted Entropy Encoding with

optimized QM versus standard Entropy

Encoding

Video Sequence 1 8.92 33.27 6.85 21.3 9.81 12.23 14.23 10.61

Video Sequence 2 6.74 34.82 7.28 31.19 6.32 43.94 6.02 39.07

Video Sequence 3 4.76 10.36 5.11 14.32 4.88 13.68 5.93 20.1

Video Sequence 4 4.96 35.08 7.18 38.52 11.98 40.22 12.18 43.54

Video Sequence 5 4.26 15.69 7.8 19.6 5.53 18.36 8.49 19.15

Video Sequence 6 5.49 10.88 6.79 13.48 6.29 22.54 7.11 19.41

Video Sequence 7 5.86 18.64 6.15 19.19 7.22 13.57 6.33 11.97

Video Sequence 8 4.08 8.81 5.78 9.47 6.75 11.23 6.6 12.04

Proposed Weighted Entropy Encoding with

optimized QM versus Weighted Entropy

Encoding

Video Sequence 1 4.6 32.93 3.11 20.64 6.85 11.96 8.6 9.64

Video Sequence 2 3.26 34.25 3.92 31.09 5.34 43.05 5.02 39.06

Video Sequence 3 3.34 10.71 3.49 15.37 -12.17 13.43 -13.88 19.21

Video Sequence 4 4.36 31.49 4.93 33.64 7.04 39.4 6.22 42.09

Video Sequence 5 3.44 14.51 6.12 20.84 3.9 17.86 7.3 17.99

Video Sequence 6 3.65 10.83 5.27 14.04 4.35 20.81 5.45 17.99

Video Sequence 7 3.2 18.47 3.72 18.69 5.54 9.5 5 10.38

Video Sequence 8 3.07 8.42 4.56 7.67 4.01 10.21 4.78 11.27

Table 3

Computation time incurred by we-oqm, weighted and standard encoding principle of HEVC.

Block size 1 2 4 8

Method Standard Weighted WE-OQM Standard Weighted WE-OQM Standard Weighted WE-OQM Standard Weighted WE-OQM

Sequence 1 3125492 3133454 4165237 3954164 3975798 4796544 4565415 4576468 5123697 4854611 4897649 5369747

Sequence 2 2564164 2574987 3456987 2665464 2667569 3496854 2748745 2765765 3956486 2965414 2965636 4123987

Sequence 3 4165445 4152343 4596984 4274642 4235496 4886583 4379577 4389465 4978892 4478989 4512485 5379151

Sequence 4 2477663 2545416 3346948 2577169 2671150 3569845 2698715 2714523 3784139 2736917 2764842 3928545

Sequence 5 4578152 4625414 5296424 4764423 4715649 5698414 4978548 4999496 5892445 5074643 5124414 6046545

Sequence 6 4639711 4641811 5144563 4781961 4758414 5426476 4871490 4941174 5969441 5063781 5124851 6046748

Sequence 7 4268954 4275151 5064746 4316474 4334741 5144878 4516574 4684715 5129648 4795716 4864841 5369744

Sequence 8 5127471 5145451 5578954 5295441 5384142 5796934 5299741 5348841 5894874 5397174 5434548 6047154

Table 1

Comparison of proposed and conventional methods for average psnr of the decoded video sequences.

Data Transmission

(in kbps)

WE-OQM

(Best Case)

WE-OQM

(Worst case)

WE-OQ

(Mean case)

WE-OQM

(Median case)

WE-Encoding FSDQ (Yin et al., 2015) RDOQ (Karczewicz et al., 2008)

1000 80.03 66.32 72.1525 70.88 72.1525 33.05 31.95

1500 81.51952 67.7417 74.30541 72.71881 74.30541 34.05 32.975

2000 82.9987 68.30341 76.36477 76.27143 76.36477 35.05 34

2500 84.29837 68.86511 77.67508 77.38834 77.67508 35.575 34.5125

3000 85.31558 70.73516 79.34501 79.48154 79.34501 36.1 35.025

3500 86.33279 72.65128 80.63889 81.8767 80.63889 36.625 35.5375

4000 87.35 75.15 81.71625 82.79 81.71625 37.15 36.05

Table 2

Mean encoding performance of WE-OQM, WE and EE encoding principle of hevc (WE-OQM is the weighted entropy encoding with optimized quantization matrix, WE is the

weighted entropy and EE is the entropy encoding).

Block size Mean Median Best Worst Deviation

EE WE WE-OQM EE WE WE-OQM EE WE WE-OQM EE WE WE-OQM EE WE WE-OQM

1 74.79 76.24 78.98 74.65 76.19 78.88 79.31 81.36 83.96 68.94 69.34 72.36 3.91 3.98 3.84

2 73.4 74.96 78.23 72.69 74.44 78.18 78.26 80.09 83.07 67.13 68.57 71.95 4.14 4.08 3.97

4 71.57 74.83 76.76 71.41 72.31 75.91 77.11 92.03 82.68 63.17 66.09 70.74 4.92 8.06 4.21

8 69.75 73.35 75.46 69.19 69.91 74.22 76.64 92.45 81.49 61.65 65.11 69.16 5.49 8.82 4.35
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6. Conclusion

In this paper, a novel optimized quantization matrix for HEVC

coding standards was proposed. The selected standard video

sequence has been experimentally examined, and the effectiveness

of the WE-OQM method has been studied. The statistical measures

such as mean, median, best and worst outcomes had been

appraised for both the WE-OQM and the standard as well as

improved encoding methods, and the overall percentage improve-

ment of the WE-OQM method with the corresponding measures

are 77.35%, 76.79%, 82.8% and 71.05%, respectively. In order to

determine the encoding performance, the PSNR analysis has been

studied where we had declared the performance of the WE-OQM

encoding method. However the overall computation time of the

WE-OQM method remains higher, the encoding performance is

considerably higher than the previous method and so verified the

significance of this optimized quantization matrix for the HEVC

standard. Future work can be done in the direction of developing

the motion models as well as optimizing the rate allocation for

the motion information.
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Table 5

Compression ratio with percentage reduction in number of bits to be transmitted for

the improvement of WE-OQMover standard and weighted encoding methods.

Method Standard

Encoding

WE-Encoding WE-OQM

Encoding

CR %N CR %N CR %N

Sequence 1 11 8.93 14 7.24 17 6.03

Sequence 2 8 12.93 9 10.65 10 10.07

Sequence 3 9 11.35 12 8.04 14 7.32

Sequence 4 5 20.37 8 12.87 8 12.33

Sequence 5 8 12.41 8 12.07 9 11.38

Sequence 6 9 11.09 21 4.81 24 4.14

Sequence 7 9 11.51 15 6.53 15 6.47

Sequence 8 6 17.36 8 12.09 9 11.73

CR – Compression Ratio, %N – Percentage reduction in number of bits to be

transmitted.
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