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ABSTRACT

In the present work, the particle-laden coaxial turbulent jet flow is studied using large-eddy simulation (LES). An Eulerian-Lagrangian frame-
work is used to study the interaction between the continuous phase (air) and the discrete phase (glass bead particles). The solver is validated,
using single-phase and particle-laden simulations, with reference data from experiments. A good match is observed between the present
results and the reference data, for centerline velocity decay and radial profiles of axial velocity. Simulations are performed for three co-flow
velocity ratios of 0, 1, and 1.5. The results pertaining to particle characteristics are presented for three different particle size-classes. The effect
of the co-flow velocity ratio on the particle size-velocity correlation and velocity statistics of both phases are studied with an emphasis on
understanding the differences in the particle dispersion due to co-flow around the central jet. It is observed that the particle size-velocity
correlation is negative in the potential core region, and it becomes positive as one moves downstream. For heavy particles, the axial distance
required to attain the same velocity as that of air increases with an increase in the co-flow velocity ratio. The size-conditioned particle num-
ber density profiles along the axial and radial directions of coaxial jets showed some interesting trends that could be explained based on the
particle Stokes number effect. Significant radial dispersion of particles is realized when the corresponding Stokes number (St.), defined based
on large-scale turbulent eddies, is of the order of one. The axial evolution of the characteristic particle size exhibited non-monotonic trends
for all co-flow ratios. Overall, the present work demonstrates potential application of LES for an in-depth study of dispersion of poly-disperse
particles in turbulent coaxial jets.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0017663

I. INTRODUCTION single-phase flows. Due to the particular shape, size, and density

of the particles, the response of them to turbulent flow varies. As

Particle-laden turbulent flow can be regarded as a type of two-
phase flow that consists of a continuous phase and a discrete phase.
The continuous phase is also sometimes referred to as the carrier
phase. These flows can be found in several engineering processes
and applications such as pneumatic handling of solids, fluid catalytic
cracking,1 pulverized coal combustion,”’ pure alumina production,
internal combustion engines, liquid and solid propellant rocket
motors, and gas-turbines. Particle-laden turbulent flows display rich
and complex flow physics that motivates several researchers to
understand the same.”” The behavior of the particles is quite dis-
tinct from that of the continuous phase owing to their inertia; as
a result, particle-laden flows are more complex when compared to

a consequence, the particles may follow some turbulent eddies while
being non-responsive to the other scales of the carrier phase turbu-
lence.” Therefore, the understanding of the mechanism of particle-
turbulence interaction can be regarded as one of the main challenges
in this type of flow.

Several researchers have carefully conducted experiments and
analyzed single-phase and particle-laden coaxial jets. Champagne
and Wygnanski’ and Chigier and Beér’ investigated single-phase
coaxial jets using experiments. They studied the effect of the co-
flow velocity ratio on the length of the potential core, self-similar
behavior of the jet in the downstream region, and the decay of the
centerline velocity due to entrainment. Sadr and Klewicki, ’ Tsuji
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et al," Hardalupas et al.,'> Sheen, Jou, and Lee,"” and Mostafa

et al."" have investigated particle-laden coaxial jet flows experimen-
tally. They studied the effect of the co-flow velocity ratio on parti-
cle size and mass loading in a mono-disperse particle system. They
found that the decay rate of the centerline velocity increases as
particle-loading increases, and the particle dispersion is enhanced as
the co-flow velocity ratio is increased. Fan, Zhao, and Cen"” exper-
imentally investigated the aforementioned effects for poly-disperse
particle systems. Their findings were similar to that of the mono-
dispersed system. In addition, they observed that the particle con-
centration achieved a self-similar region in the zone where the coax-
ial jets have fully merged, and also, the lighter particles dispersed
more when compared to the heavier particles.

Numerical simulation of particle-laden flows is an impor-
tant tool for the design and development of multi-phase systems
as it not only helps understand the flow physics but also inter-
prets existing experimental data. Furthermore, numerical simu-
lations could be easily extended to perform parametric studies
for altered operating conditions.'® Often, an Eulerian-Lagrangian
approach is used to model the carrier phase and the dispersed
phase, respectively.” Direct numerical simulations (DNSs),'® %
large-eddy simulations (LESs),”” *' and Reynolds-averaged Navier-
Stokes (RANS)™ " based simulations have all been used in the lit-
erature in order to study particle-laden flows. Typically in DNS,
all spatial and temporal scales are resolved by the mesh used, and
therefore, it is considered the most accurate numerical tool. DNS
demands very fine meshes in order to resolve all the scales, which in
turn requires huge computational resources. Therefore, DNS based
investigations are used every so often. RANS based simulations can
be put on the other side of the spectrum in terms of their compu-
tational resources. The computational resources required for per-
forming RANS based simulations are orders of magnitude smaller
in comparison with those required for DNS. However, RANS based
simulations are not accurate for simulating particle-laden flows
as was already established in the literature by Sommerfeld, Ando,
and Wennerberg® and Apte et al.”” In general, simulations that
are based on LES can be put in between RANS simulation and
DNS in terms of required computational resources. In LES, only
the large energy containing eddies are resolved by the mesh and
the effect of the small-scales on the large-scales is modeled using
a sub-grid-scale (SGS) model. LES was shown to be superior to
RANS simulation for the prediction of turbulence mixing and other
physics.”

As far as the numerical simulation of particle-laden flows in
the coaxial configuration is concerned, there are a few studies avail-
able in the literature. Kannaiyan and Sadr’” and Aziz, Raiford, and
Khan™ performed RANS simulations on coaxial turbulent jets. Ols-
son and Fuchs® and Askselvoll and Moin*' performed LESs on
turbulent coaxial jets. Tkatchenko et al.** performed both RANS
simulation and LES for coaxial turbulent jets. Their study showed
that LES models are superior to RANS simulation models in pre-
dicting the mean quantities. Abboud and Smith* performed LES
on coaxial jets and examined the effects of using different synthetic
inflow turbulence methods. Two synthetic inflow turbulence gener-
ation methods, namely, (i) the digital filter method (DFM) devel-
oped by Klein, Sadiki, and Janicka** and (ii) the synthetic eddy
method (SEM) developed by Jarrin et al.,”” were used in their study.
The results obtained showed that both the DFM and the SEM are
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effective in simulating coaxial turbulent jets. However, only a hand-
ful of works could be found that used LES for particle-laden coaxial
jet flows. Apte et al.”” performed LES of swirling coaxial particle-
laden jets with a swirling flow introduced in the annular jet. Glass
bead particles with size varying between 10 ym and 120 ym were
introduced in the central jet, and their dispersion characteristics
were studied. Recently, Pedel et al.”® performed LES coupled with an
Eulerian solver and studied the dispersion of poly-disperse particles.
They used the Direct Quadrature Method of Moments (DQMOM)
to track the particles in an Eulerian framework.

A review of the literature suggests that the effects of particle
size, particle density, and solid loading (the ratio of mass flow rates
of particles and the carrier phase) on particle dispersion are inves-
tigated only for mono-sized particle (mono-disperse suspension)
systems. The characteristics of poly-disperse particles in turbulent
coaxial jet flows have not been thoroughly investigated in the liter-
ature, yet. Several industrial applications, as discussed above, con-
tain poly-disperse particles. The particles with a wide range of sizes
with different inertia and relaxation time interact with a wide range
of turbulent eddies with different length scales and timescales. In
addition, in a gaseous jet, the turbulence is inhomogeneous and the
turbulence spectrum evolves downstream of the nozzle exit. Apart
from this, the co-flow around the central jet modifies the evolution of
turbulence characteristics of the latter. Thus, the particle-turbulence
interaction in coaxial jets presents a complex multi-scale two-phase
flow, which is not yet fully understood and needs a systematic eval-
uation and characterization. In particular, the dispersion character-
istics of poly-disperse particles require a detailed investigation due
to its particle relevance. Therefore, the aim of the present work is
to numerically study the above for three different co-flow velocity
ratios using LES. The LES solver used in the present work is thor-
oughly validated for particle-unladen coaxial jets for all the co-flow
ratios using reference experimental data found in the literature.” The
solver is also validated for a particle-laden single jet case using ref-
erence experimental data.” Upon successful validation of the solver,
the effects of the co-flow velocity ratio on the particle dispersion,
downstream evolution of the particle Stokes number, particle size-
velocity correlation, average velocity of the particles along the jet
centerline, and downstream evolution of the average mean diame-
ter (AMD) and Sauter mean diameter (SMD) are investigated and
analyzed.

The remainder of this paper is organized as follows. The
numerical formulation is presented in Sec. I1 that discusses the equa-
tions that govern the continuous and the discrete phases and the
simulation setup including the geometry of the domain, the mesh,
and the several boundary conditions used in the simulations. This
is followed by Sec. I1I that contains the results of the grid sensitivity
test, validation of the present solver, and the main contribution of
the present work that is characterization and analysis of dispersion
of poly-disperse particles in coaxial turbulent jets. Finally, Sec. IV
summarizes the main findings of the present work and concludes
this paper.

Il. NUMERICAL FORMULATION

The governing equations for the continuous and the discrete
phases are discussed in this section. All the simulations in the present
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work are carried out using OpenFOAM 4.1.**" For the simula-

tion of single-phase cases, the pimpleFoam solver is used, which is
a transient solver for incompressible flows that uses the PIMPLE
(merged PISO and SIMPLE) algorithm.**" For the simulation of
multiphase flow cases, the multi-phase particle in cell solver known
as MPPICFoam is used.

A. Continuous-phase modeling

The governing equations for the continuous phase are the fil-
tered, incompressible continuity and Navier-Stokes equations and
are given as follows:

o

o =0 (1)
om0 ,__. 19 Ou 0n®
at + 87xj(ut u]) = _;aixl +Va_xj8xj - ax] +S;, (2)

where u; indicates the filtered velocity vector, p is the density of the
fluid, p is the filtered pressure, v is the kinematic viscosity of the
fluid, and §; is a source term that arises because of the presence of
the particles. In Eq. (2), the term T,-SJGS is known as the residual stress
tensor or sub-grid-scale (SGS) stress tensor. Closure of the filtered
Navier-Stokes equations is achieved by modeling the residual stress
tensor T,*;GS. There are several SGS models that exist in the litera-
ture. The present study employs the dynamic k-equation SGS model
developed by Kim and Menon.* In this model, an evolution equa-
tion for the SGS kinetic energy (ksgs) is solved, and this is used
as the velocity-scale in estimating the SGS viscosity. The evolution
equation for ksgs can be given as follows:

+ 9 (Vscs Ohksas ), (3

0Oksgs +i8kSGS s dui .
ot / E)xj Y ax]' 6‘xj 8xj

where on the right-hand side the first, second, and third terms
denote the production, dissipation, and rate of transport of the SGS
kinetic energy, respectively. The residual stress tensor Tisjcs can be
written as follows:

SGS _ ——  ——
T = Uith — Ui Uj. (4)
The SGS stress tensor, TEGS, can be modeled in terms of SGS viscosity

as follows:

— 2
T,?Gs = -2 vsGs Sij + 3 0ij kscs» (5)

where the SGS kinematic viscosity vsgs is given by

vses = CxAv/ ksas, (6)

where A is the filter width, which is usually taken as the local grid
size. Using simple scaling arguments, the dissipation rate is modeled
as follows:

e=Ce K2 /A. @)
The coefficient Cy occurring in Eq. (6) is given by
LiM;
Ce= =1, ®)
2M;M;;

where L; and Mj; arise because of the test filter and are given as
follows:
Lij = wi uj — uiuj, )]

scitation.org/journal/phf

Mj = ~(8°[S[S; - &2 [5]S;), (10)
where S is the filtered strain rate tensor given by

— (0w 0%
Sv-i(@+axi)’ (an

and the coefficient C; is obtained using the following expression:

A 2w o _ o oii;
ZVA( Ox; Ox; - Ox; Bx])
C = , (12)
—= = =\3/2
(u,- Ui — Uj u,-)
where the hat symbol denotes quantities that are filtered on a test
filter with a width of A that is usually taken to be 2A.

The volumetric particle-fluid interaction force, S;, in the car-
rier phase momentum equation is calculated by averaging the forces
acting on individual particles present in a computational cell, which
is expressed as

1 »

Si= dv(ZF")' (13)

It is worth discussing here the requirement of the particle
induced source term in the SGS kinetic energy equation in the
present simulations. Earlier, Wang and Squires’' in their work on
a particle-laden turbulent channel incorporated the sub-grid veloc-
ity in the calculation of the particle forces. However, they noticed
negligible effect of this sub-grid velocity. They noted that the rela-
tive difference between the SGS velocities and the resolved fluctua-
tion velocities is greatest near the wall, and it reduces as one moves
away from the wall. However, incorporation of the SGS velocities
in the particle drag calculations yielded no effect. Therefore, they
concluded that no additional source term in the ksgs equation could
be considered. Tabib and Schwarz" introduced a production term
in the SGS transport equation to handle the bubble induced tur-
bulence. This is done primarily to account for the higher volume
fraction of the bubbles in the wakes. The bubble induced turbu-
lence is modeled as the energy input coming from the forces acting
between the gas bubbles and the surrounding liquid and the local
slip velocity. The motivation to include the source term in the ksgs
equation stems from high volume fraction as well as the presence of
bubbles, which may break-up into smaller segments as they travel
downstream. Bharadwaj, Rutland, and Chang™’ and Bharadwaj and
Rutland’' proposed a source term at the subgrid-scale level in the
kss equation in their LES of liquid spray atomization. The required
sub-grid fluctuations were calculated using an approximate decon-
volution method (ADM). These SGS fluctuations are further used
only in the source term (Wsgs) in the ksgs equation, but these were
not used to correct the gas phase velocity in the Lagrangian cal-
culations. The incorporation of the Wsgs term corresponds to the
work done by the gas on the gas-liquid interface, and its inclusion
improved the penetration length of the spray. The above simulations
were mainly for an evaporating liquid spray in which the droplets as
they emanate from the nozzle evaporate as they percolate into the
domain. In addition, near the nozzle, the droplets further break-up
to smaller sizes. In such a case, the source term, Wgs, is considered
to be important as it enables correct prediction of the spray evolution
into the domain. However, even for spray applications, non-zero val-
ues of Wsgs were obtained only in the near nozzle exit spray region.
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Further downstream of the spray injection, the values of Wggs can
be noted to be zero. This indicates that the additional source term in
the ksgs equation is only important in the near nozzle exit region for
liquid spray applications.

The above discussion suggests that the use of a source term in
the ksgs equation is required (i) when the particle mass loading is
high, for instance, in liquid sprays (ii) where the droplets are evapo-
rating and becoming smaller as they percolate into the domain and
(iii) only in the near nozzle exit region where the source term plays
some role. In the present work, as rigid particles are used, which do
not breakup and/or evaporate, their mass loading is low. Owing to
the aforementioned reasons, the authors believe that the absence of a
source term in the ksgs equation in the present work does not affect
the behavior of the particles. Hence, a source term is not included in
the ksgs equation in the present study similar to some of the other
works in the literature.” "> Moreover, as will be shown later in
Sec. I1I B, very good agreement between the present simulation and
experiments is obtained for the particle-laden jet, which supports the
above assumption.

B. Discrete-phase modeling

The discrete phase is modeled using Newton’s second law of
motion given as follows:

dxf _ P (14)
ar
du?

where x/ and « denote the position vector and the velocity vector
of an individual particle, respectively, and F/ denotes summation of
all the force vectors acting on the particle. Next, the different forces
acting on the particles are discussed. The drag force is the most
important force acting on the particle and is expressed as

2
oo medl o9

where d, is the diameter of the particle, %; is the local, instantaneous,
filtered velocity vector of the fluid, «/ is the instantaneous velocity
vector of the particle, and Cy is the drag coefficient for the particle.
The value of C, is found using correlations of Putnam,”* as given by

2/3
o e 1Re),  for Re, <1000
0.424, for Re, > 1000,
where Re, is the particle Reynolds number given by Re, = Gyl

The other force that is considered on the particles, in the present
work, is the gravitation force. It is expressed as follows:

F‘lg = mpgi(l - E), 17)
Pp

where p and p, are the density of the fluid and the particle, respec-
tively, and g; is the acceleration due to gravity vector taken as
(0, —9.81, 0) m/s*. In the present simulations, the density of the
particles is much higher (nearly 800 times) than that of the fluid.
Thus, both the virtual mass effect and the Basset history terms can
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be safely neglected in the particle equation of motion as reported
by Wang and Squires,31 Toschi and Bodenschatz,” and Olivieri
et al.”® Because of the same reason, the pressure gradient term can
also be neglected as reported by Crowe et al.”’ In addition, this is
further justified as the characteristic particle size is similar to the
Kolmogorov length scale of turbulence. Thus, the velocity gradient
across a particle can be ignored.

The size distribution of the particles at the inlet to the domain is
specified using Rosin-Rammler particle distribution.”” ™ According
to this distribution, the mass fraction, y, of particles with a diameter

greater than d, is given by y = e~ (%/®)" \ihere n is the size distribu-
tion parameter that controls the spread of the distribution, dj, is the
particle diameter, and dj represents the mean particle size.

C. Simulation setup

A three-dimensional cylindrical geometry is used as the solu-
tion domain, as shown in Fig. 1. The domain extends 40 R in the
axial direction and 40 R in the radial direction, where R is the radius
of the central jet. With reference to this figure, the boundary indi-
cated by IB; is used as the inflow boundary for the central jet. A fully
developed turbulent velocity profile for the pipe flow is used as the
velocity boundary condition for the central jet inflow boundary, IB;,

given as follows:
-(-3),

where % is the filtered x-component of velocity and u. is the max-
imum x-component of velocity at the nozzle exit of the central jet,
which is taken as 11.7 m/s that is the same as in reference experi-

ments.” The diameters of the central jet and annular jet are taken
to be the same as used in reference experiments.” The diameter of
the central jet is 2R = 14.224 mm, and the inner and outer diam-
eters of the annular jet (co-flow jet) are D; = 15.875 mm and D,
= 31.852 mm, respectively. A fully developed turbulent velocity pro-
file, obtained from reference experiments,’ is used on the annular
jet inflow boundary, IB,. The ratio between the maximum velocity
of the annular jet and the maximum velocity of the central jet is
defined as the velocity ratio denoted a. In the present work, a = 0,
1, and 1.5 are investigated. In the case of « = 0, referred to herein
as a single jet, the central jet alone issues the fluid into the domain
and there is no annular jet flow. A no-slip boundary condition for

B, f
LB OB —
W 40R
,,,,,, B p

j x [,
B

N D@Rfﬁj =

40R

FIG. 1. Schematic of the simulation domain (not to scale) depicting several
boundaries and downstream evolution of the axial component velocity.

Phys. Fluids 32, 093303 (2020); doi: 10.1063/5.0017663
Published under license by AIP Publishing

32, 093303-4



Physics of Fluids

velocity is used on the boundary, IB,,. A radial entrainment veloc-
ity with a magnitude of 4% of u, is specified on the later boundary
denoted LB. The radial entrainment velocity on the lateral bound-
ary (LB) was provided in order to aid the entrainment of the fluid
into the domain without forming a large-scale recirculation region.
This is done as per the recommendations provided in the article by
Dejoan and Leschziner.”’ They used this boundary condition for
simulating a wall jet and suggested that the dynamics of the flow
would not change because of this. In the present work, the valida-
tion studies presented later (in Fig. 5) for the case of a single jet
show a good match with the experimental results. This indicates that
the dynamics of the jet do not change due to the lateral bound-
ary velocity condition. A convective outflow boundary condition
proposed by Orlanski”' is applied on the outflow boundary of the
domain denoted OB. On this boundary, OB, a uniform value for
pressure is prescribed. On all other boundaries, a homogeneous von
Neumann boundary condition is used for pressure. The Reynolds
number of the flow, based on the maximum velocity at the central
jet nozzle exit, u,, and the inlet diameter of the central jet, 2R, is
taken as 8400, which is the same as that in the reference experi-
ments.” In the present work, the spatial derivatives are discretized
using the second-order accurate scheme and the temporal terms are
discretized using the second-order accurate implicit time-stepping
scheme.

Eddy-resolving methods such as LES require specification of
instantaneous (sum of the time-averaged and fluctuation) values

o @ o g o H %
R
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of variables on all inflow boundaries. As discussed earlier, the
time-averaged values of velocity on the inflow boundary, IB;, are
obtained using Eq. (18) and those on the inflow boundary, IB,, are
obtained from the reference experiments. The specification of veloc-
ity fluctuations is an active area of research and can be accomplished
using several methods as described in the review articles.”” ' In
the present work, owing to the simplicity of the method, the ran-
dom fluctuation generation method is used. In this method, time
dependent random data are superimposed on the time-averaged
velocity profile in order to obtain an instantaneous velocity field on
the inflow boundaries IB; and IB,. An existing turbulentInlet func-
tionality in OpenFOAM™ is used that generates the instantaneous
velocity field as follows:

W™ = Bul + (1= B)(1+ 5 Coms) (@), (19)
where u*! is the instantaneous velocity field at the next time-step
level, (u;) is the time-averaged filtered velocity field, n and n + 1
indicate the present and the next time-step index, respectively,
specifies the fraction of the previous time-step value to be used, Cyus
is the root-mean-square (rms) coefficient, and s is the scale of fluc-
tuation. In the present simulations, values of f = 0.1 and s = 0.02 are
used. Throughout this manuscript, angle brackets, {-), are used to
represent time-averaged values.

The computational domain together with the mesh used in
the present study is shown in Fig. 2. The cells are refined near

FIG. 2. Two views of the mesh used in the present simulations. A zoom-in view of the central portion of the domain in the radial-circumferential plane is also shown.
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the central-core and the annular jet regions, and the grid spacing
increases as one moves away from the central jet region. As can
be seen from this figure, the central jet region consists of a square
mesh that avoids the point of singularity that is otherwise observed
in axisymmetric structured grids. This further enables the particle-
search algorithms to work efficiently as discussed by Apte et al.”
Furthermore, the grid spacing also increases as one moves away
from the inlet boundaries along the axial direction.

Budilarto” in his experiments used glass bead particles with a
density of 2500 kg/m’. In the present simulations, particles with the
same density are injected in the central jet, however, at zero initial
velocity. In the reference experiments,’ the particles were injected
laterally into a long pipe much ahead of the nozzle exit. Thus, at
the nozzle exit, the velocity of particles varies according to the gas
velocity profile, and in addition, the particle-gas slip velocity is not
zero and specified only at the center. Hence, owing to the limita-
tions in specifying particle velocity across the nozzle exit, the initial
velocity of all particles was specified as zero. The mass loading of
the particles is 0.09% of the inlet mass flux of the continuous phase.
The particle diameter specification at the inlet of the domain fol-
lows Rosin-Rammler distribution’” *” with minimum, mean, and
maximum diameters of 10 ym, 50 ym, and 100 ym.

Ill. RESULTS

In this section, the results obtained using the present solver
are discussed. First, a grid sensitivity test is performed to establish
consistency of the solver used. Thereafter, the solver is validated for
coaxial jets without particles for different velocity ratios, « = 0, 1,
and 1.5. Coaxial jets with particles are also validated by compar-
ing the present results with the reference experimental data’ from
the literature. Upon successful validation of the solver, the main
results are presented that include evolution of the particle Stokes
number in the jet, particle size-velocity correlation, mean velocity
of particles, and, finally, the dispersion of the poly-dispersed parti-
cles. For each of the above results, the interest, in particular, is on
the influence of the co-flow velocity ratio. The particle characteris-
tics are discussed for three different size-classes, viz., 25 ym-50 pm,
50 ym-75 ym, and 75 ym-100 ym. The width of the size-class
was selected as a trade-off between poor statistics (when the width
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is too small) and size-averaged statistics (when the width is too
large).

A. Grid sensitivity test

To establish consistency of the present solver, a grid sensitiv-
ity test is performed. Three different grid resolutions consisting of
1.2, 1.8, and 2.1 x 10° cells are tested. All the three cases are simu-
lated for a velocity ratio of & = 1. Figure 3 shows the radial profiles
of the axial component of velocity, normalized using the maximum
velocity at the nozzle exit u., at indicated axial locations for the three
mesh resolutions considered. The reference data from experiments
are also shown’ for direct comparison. Overall, a good match can
be noted between the present results and the reference experimen-
tal data.” Only a marginal improvement was obtained for the cases
consisting of 1.8 x 10° and 2.1 x 10° cells when compared with the
case consisting of 1.2 x 10° cells. From the grid sensitivity test, the
mesh consisting of 1.8 x 10° cells is chosen for performing all further
simulations.

B. Validation
1. Single jet case, « = 0, without particles

First, the case without any co-flow is studied. The axial varia-
tion of the centerline axial velocity is shown in Fig. 4 for a co-flow
ratio of a = 0. The centerline velocity decay follows the typical profile
for a single round jet. The evolution of the axial centerline veloc-
ity can be demarcated into two regions. The first region, where the
centerline velocity remains constant, is known as the potential core
region, and the length of this region is noted to be approximately
10r. In the second region, downstream of the potential core, the jet
begins to spread by entraining the surrounding fluid, and as a result,
the centerline velocity decays quickly.

The radial profiles of the axial component of velocity are shown
in Fig. 5 for the indicated axial locations. It can be noted that a
self-preserving velocity profile is observed beyond x/R = 20. A good
match can be seen between the present results and the experimental
data. As one moves from the location x/R = 2 to x/R = 30, a grad-
ual spread of the jet in the r-direction and a corresponding decrease
in the centerline axial velocity can be noted. Having compared the

T T T
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M E
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:\i E FIG. 3. Radial profiles of (u)/ue at indi-
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FIG. 4. Axial variation of the centerline axial velocity for the co-flow ratio « = 0.

centerline velocity decay and the radial profiles of the time-averaged
axial velocity, next we turn to a comparison of the second-order
statistics obtained from the present LES results and the reference
experimental data. Frames (a)-(d) of Fig. 6 depict the radial pro-
files of the axial-component of the normalized velocity fluctuation,
Urms/ e, at x/R = 6 through x/R = 30. It can be noted that the results
obtained using the present solver are able to predict the radial vari-
ation of velocity fluctuations both qualitatively and quantitatively
with respect to the reference data.” Similar to the axial evolution of
the time-averaged axial velocity, the ums/u. profiles also spread in
the r-direction and the peak values of these profiles reduce as one
moves downstream. Peak values in the profiles of uyus/u. could be
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noted at x/R = 6 and x/R = 10, whereas further downstream, owing to
the spreading of the jet, no such peaks could be noticed at locations
x/R =20 and x/R = 30.

2. Coaxial jet case, o = 1, without particles

Next, as part of the validation study, we consider the coax-
ial jet case with a velocity ratio & = 1 without involving particles.
Figure 7 presents the evolution of (u)/u, for the coaxial jet case with
o = 1 without particles obtained from the present results together
with the reference experimental data.” Unlike the single jet case,
here, it can be noted that there is a sudden decrease in (u)/u, near the
nozzle exit. Budilarto’ reasoned out that such a behavior is because
of the annular jet drawing fluid from the central jet in order to fulfill
the entrainment requirements. Following this initial dip in (u)/ue,
however, the axial velocity remains constant further up to about 12r
after which the velocity begins to decay similar to the single jet case.
Therefore, similar to the single jet case, the axial evolution of (u)/u,
is characterized by two distinct regions: the potential core region
and then the decay region. In the coaxial jet case with a = 1, the
potential core is noted to be longer and the decay rate of the cen-
terline axial velocity is noted to be smaller in comparison with those
in the single jet case. It can be noted that the potential core region,
although clearly visible for the present experiments, is small in the

/R
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(a) (b)

T
LES E
o Expt. e
E FIG. 5. Radial profiles of the axial com-
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tions for the single jet case « = 0.
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FIG. 6. Radial profiles of the normalized axial component of the velocity fluctuation, ums/ue, for the single jet case with « = 0 at locations (a) x/R = 6, (b) x/R = 10, (c) x/R

=20, and (d) x/R = 30.
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FIG. 7. Axial evolution of the centerline axial velocity for a co-flow ratio & = 1.

reference experiments. Overall, the qualitative trend of centerline
velocity decay is captured by the present results in comparison with
the reference data.

Next, we turn to a comparison of the radial profiles of (u)/u, at
different axial locations. Figure 8 shows the radial profiles of (u)/u.
at indicated axial locations for the present experiments and for the
reference experiments for a co-flow velocity ratio of & = 1. From this
figure, it can be noted that similar to the single jet case, the centerline
value of (u)/u. decreases and the jet spreads in the radial direction
as one moves in the downstream direction. At x/R = 2, three dis-
tinct profiles (0 < #/R < 1; 1 < r/R < 2.5; and r > 2.5) can be noticed,
which eventually merge together into a smooth profile by x/R = 20
and beyond. This represents the interaction and merging of the cen-
tral and the annular jets eventually into a single continuous jet. As
the two jets exit the nozzle, they quickly interact and form shear lay-
ers. From this figure, it can also be seen that the peak value of the
annular jet velocity tends to decrease at a higher rate in comparison
with that of the central jet. The profiles obtained at x/R = 20 and x/R
= 30 show that the radial profiles of (u)/u. for a = 1.0 are similar to
those for a = 0, except that the magnitude of velocity for the a = 1
case is higher. This implies that for the case of & = 1 by x/R = 20, the
two jets have merged completely to form a single jet.

3. Coaxial jet case, a = 1.5, without particles

Next, we consider another coaxial jet case with a co-flow veloc-
ity ratio of @ = 1.5. In this case, as the value of & > 1, the time-
averaged velocity of the annular jet is larger than that of the central
jet. Figure 9 depicts the axial evolution of (u)/u. for the present
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results and for the reference experimental data.” From this figure,
three distinct regions could be identified for the evolution of (u)/u.
The first region that corresponds to 0 < x/R < 8 can be noted as the
potential core region. In this region, a sudden reduction in (u)/u,
could be noticed in the immediate exit from the nozzle for both sim-
ulations and experiments. This sudden decrease is because of the
entrainment of the fluid from the central jet region to the annular
jet region (which is at a higher velocity). The second region could be
identified in the range of 10 < x/R < 15. In this region, the inner shear
layer from the annular jet approaches the centerline of the central
jet. This is because of the relatively faster fluid from the annular jet
mixing with the fluid in the central jet, thereby increasing the magni-
tude of (u)/u.. For this enhanced mixing, the second region could be
called a mixing region of the coaxial jet flow. Finally, a third region
could be identified as the region beyond x/R > 15. In this region, the
annular and the central jets merge to form a single jet. The magni-
tude of the axial velocity begins to decay in this region as one moves
further downstream along the direction of the jet. In comparison
with the coaxial jet case with a = 1, the decay rate of (u)/u, is smaller
in the present case. For example, at x/R = 30, {(u)/u. ~ 0.9 for the
coaxial jet case with a = 1.5, whereas (u)/u. ~ 0.7 for the case with
a = 1; this is of course a consequence of the higher momentum fluid
that is injected through the annular jet in the former case.

Next, we present the radial profiles of (u)/u.. Figure 10 depicts
the radial profiles of (u)/u, at several axial locations along the axis of
the jet for a co-flow velocity ratio of @ = 1.5. Similar to the a = 1 case,
three distinct profiles can be noticed at x/R = 2, which merge further
downstream to form a smooth continuous profile by x/R = 20. Some
deviation between the present results and the reference data could
be observed near the nozzle exit as depicted by the profile at x/R
= 2; however, as one moves downstream from x/R = 6 and beyond,
a better match could be observed.

To appreciate the complexity of the simulation, instantaneous
vortical structures are educed next. A qualitative picture of the
unsteady turbulent jet flow could be obtained by looking at the iso-
surface of Q-criterion. Figure 11 depicts a qualitative picture of the
evolution of vortical structures for the single and the coaxial jet cases
without involving particles. Frames (a) and (b) of this figure depict
the iso-surface of Q-criterion for « = 0 and « = 1.5, respectively.
For the single jet case, small vortical structures could be observed
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FIG. 9. Axial evolution of the centerline axial velocity for a co-flow velocity ratio of
a=15.

right from the inlet to the domain. Further downstream, these vor-
tical structures can be seen to strongly interact with each other and
grow, which qualitatively depicts the edge of the shear-layer. For the
co-flow case with a = 1.5, the vortical structures at the inlet to the
domain span a wider region owing to the co-flow. This wider extent
of the vortical structures can be seen at all downstream locations for
the co-flow case in comparison with the single jet case for the same
value of Q-criterion. Beyond x/R = 12, it can be noted that the vor-
tical structures look similar between the two cases considered here.

4. Single jet case, « = 0, with particles

Having validated the present solver for the single and coaxial
jet cases without involving particles, in this section, we turn to the
validation by considering the presence of the particles. Particles with
a uniform diameter of d, = 70 ym are injected through, IBy, the inlet
to the central jet, similar to the reference experiments.’

Figure 12 depicts the centerline velocity decay of the continu-
ous phase laden with particles for the present simulations and for
the reference experiments. The corresponding profiles of the sin-
gle jet case, « = 0, without particles are also shown for the sake
of comparison. It can be noted that for both the present simu-
lations and for the experiments, beyond x/R = 15, the centerline
velocity of the gas phase is smaller for the case laden with parti-
cles in comparison with the case that does not involve particles. We
note the modification of the gas velocity, though small, may not be
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anticipated considering very low particle to gas mass loading that
ensures one way coupling (no influence of particles on gas momen-
tum). This is possibly due to acceleration of the particles beyond the
gas velocity such that a part of the momentum of the gas phase is
now extracted by the particles. Next, notice that the computational
results are in excellent agreement with the experimental results for
gas velocity within the potential core of the jet; however, in a fully
developed zone, some underestimation by the simulations is evi-
dent. This is true for co-flow ratios & = 1 and « = 1.5 as well, as
presented earlier. The deviation of the present results when com-
pared to the reference experimental data is attributed to the fact
that the particles are injected at zero initial velocity in the simula-
tions, whereas they are injected at the same speed as the gas phase
in the experiments. These particles that are injected at zero velocity
at the inlet to the domain would absorb more momentum from the
gas phase to accelerate, thereby reducing the momentum of the gas
phase. In the experiments, however, as the particles are already at
the speed of the gas phase, they will not decelerate the flow of the gas
much.

Now that the solver is thoroughly validated for coaxial jets with
and without particles, we turn to a qualitative description of the jet
flow laden with particles. Frames (a)-(c) of Fig. 13 depict the out-of-
plane contours of instantaneous vorticity magnitude of the gas phase
together with the instantaneous location of some representative par-
ticles for « = 0, 1, and 1.5, respectively. For all the cases, the particles
are injected only through the central jet. From frames (b) and (c), it
can be noted that the shear layers that emanate from the central jet
and annular jet start to interact by x/R ~ 8 for « = 1 and 1.5 cases.
For the case of & = 0, the injected particles can be found to be within
-1 <r/R <1 only until x/R ~ 10, beyond which they start to disperse
radially because of the turbulent gas phase that is now wide-spread
in the radial direction. However, for the coaxial jet cases with & = 1
and 1.5, the injected particles can be found to be closer to the jet
axis, —1 < r/R < 1, almost until x/R ~ 16, beyond which they start
to disperse radially similar to the single jet case. Therefore, it can be
reasoned out that the annular jet contains the particles, which are
injected through the central jet, near the jet axis until farther down-
stream. Beyond x/R = 24, it can be observed that both the gas phase
and the particles have dispersed to larger radii for all co-flow velocity
ratios of 0, 1, and 1.5. These plots set the stage for the main findings
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FIG. 10. Radial profiles of the axial
component of velocity at indicated axial
locations for a co-flow velocity ratio of
a=15.
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FIG. 13. Instantaneous contours of the out-of-plane vorticity magnitude together with instantaneous particle positions for co-flow ratios (a) a = 0, (b) a = 1, and (c) & = 1.5.
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of the present work using particle-laden coaxial jets, and the same is 14 F 3550 microns -
discussed in what follows. 12 F 50 - 75 microns —e— |
10 75 - 100 microns —v—
. . . S8 7
C. Particle Stokes humber and its evolution A el ]
in the particle-laden jet 4 [ ]
The calculation of the particle Stokes number is important to (2);7 ‘ ‘ ‘ = s ]
study the dispersion of particles injected in turbulent jets. For this 5 10 15 20 25 30 35 40
reason, the particle response time is calculated that characterizes the VR
capability of the particles to react to sudden changes in velocity of the (a)
carrier phase flow (gas flow). Assuming that the particle Reynolds 6
number is less than one, Re, < 1, and the drag coefficient is inversely 5F E
proportional to the Reynolds number, the particle response time, 7, 4t E
can be expressed as S 3t E
2 E 1
d 2
Tp = ppip’ (20) 1E o E
18‘uf 0 e = . . | =
. . . . . 5 10 15 20 25 30 35 40
where p; is the density of the particle, d, is the diameter of the par- VR
ticle, and yy is the dynamic viscosity of the gas. The particle Stokes (b)
number, St, then can be defined as the ratio of the part{gle response 0
time, 7, to some timescale of the carrier phase flow, Tf.‘” Thus, 7 E
6 E
T E
st=-L. @) s ]
7y ; ;
2 E
The above dimensionless number characterizes the behavior of the 1 ]
particles dispersed in a fluid flow. Considering that a turbulent flow 0

is characterized by a wide range of timescales corresponding to the
spectrum of turbulent eddies, accordingly St can be calculated sepa-
rately for eddies. In general, while St <« 1 indicates that the particles
act as flow tracers, St >> 1 refers to ballistic behavior of the particles, FIG. 14. Axial evolution of the particle Stokes number based on large-scale eddies,

i.e., they are not responsive to the velocity fluctuations of the fluid. St,, for particles of different size-classes and co-flow velocity ratios (a) a = 0, (b)
The case of St ~ 1 is interesting as it indicates that the particles begin a=1,and (c) =15

to respond to the turbulent eddies corresponding to which 7y is con-
sidered in the above equation. In the present work, we calculate two

different Stokes numbers: St; based on the large-eddy timescale, 71, (i) It can be noted that for all particle size-classes, away from

and St,, based on the Kolmogorov timescale, 7,,, where the timescales the nozzle exit, St;, first increases up to a peak value and then

are evaluated as per the following expressions: reduces though the rate of reduction varies according to the

e co-flow velocity ratio a. This trend of initial increase can be

TL = R (22) explained by considering the axial development of u,; of the

L gas flow (refer to the ums/ue vs x/R plot in Fig. 15). Beyond

y\03 the jet exit, as the turbulence develops within the potential

Ty = (g) > (23) core region, the timescale of eddies reduces such that St;

increases along the axial direction, suggesting poor response

where u,s is the standard deviation of the gas velocity fluctuations, of particles to turbulence as they move along the direction of
L is the large-eddy length scale that is taken as the jet half-width, r1/,, the jet.

at a particular axial location in an order of magnitude sense, v is the
kinematic viscosity of the gas, and ¢ is the turbulent dissipation rate
that is obtained using Eq. (7).

Frames (a)-(c) of Fig. 14 present the axial evolution of the par-
ticle Stokes number, St;, for a = 0, 1, and 1.5, respectively. For each
case, the results are shown for three particle size-classes, i.e., 25 ym-
50 pm, 50 ym-75 pm, and 75 ym-100 ym. St; of a given particle
size-class is obtained by considering the mean size of that size-class.
It can be observed that for a given spatial location in the jet, St is

. . . . s 1 0 5 10 15 20 25 30 35 40
higher for larger particles (a higher size-class), which is expected and R
according to the definition of St; as given in Eq. (21). Nevertheless,
some interesting trends are observed, which are explained further in
what follows:

Uy Uy

FIG. 15. Axial evolution of normalized ums along the jet centerline for indicated
co-flow velocity ratios, c.
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(ii) In the absence of co-flow, for the case with « = 0, the tur-
bulent fluctuations reduce beyond the potential core. As
the jet expands, the turbulent timescale increases; thus, St;
is smaller further downstream of the core region, as can
be seen in frame (a) of Fig. 14. In contrast to the above,
due to co-flow around the central jet, the turbulent inten-
sity always increases along the jet flow direction, as can
be seen from Fig. 6. However, as the half-width of the jet
increases as well, the turbulent timescale does not vary much,
and accordingly, Stz does not change much as one moves
downstream.

(iii) Comparing the magnitudes of St for different cases, it can be
noted that due to co-flow around the central jet, the particle
response to turbulence improves for all size-classes. In com-
parison with frame (a) of Fig. 14, the scale of St; is smaller
by a factor of ~1/2 in frames (b) and (c) of Fig. 14. This
can be attributed to the generation of larger eddies for «
=1 and 1.5 due to an additional shear layer that results due
to the interaction between the central and the annular air
flow. However, the values of St for a given particle size-class
are nearly the same between the co-flow velocity ratios of «
=1and 1.5. Though the turbulent intensity profiles for these
two cases are different, as can be seen in Fig. 15, the size
of large-eddies (represented by r1/;) does not change much.
As a result, St; for @ = 1.5 is only slightly larger than that
fora=1.

(iv) Although not presented here, the particle Stokes number
based on the Kolmogorov scale, St;, was also calculated as
mentioned earlier. Though the trend of St, was found to be
similar to that of St7, the magnitude of the former was much
larger for all cases. Beyond the potential core of the jet and
at the beginning of the decay zone, St, was very high about
40-300 (larger for a higher particle size-class). Though its
magnitude reduces thereafter, yet St, was about 10-50 at the
end of the simulation domain. The larger values of St, indi-
cate that in the present simulations, the behavior of dispersed
particles is essentially ballistic in nature as far as their inter-
action with the smallest eddies of the flow is concerned. As
a consequence, the particles tend to dissipate the energy at
the small-scales of turbulence. In fact, this was further con-
firmed by comparing the axial evolution of the dissipation
rate in the absence and presence of particles in turbulent
jets, where it was observed that particles cause extra dissi-
pation of energy especially in the early decay region where
Sty > 1. This explains the earlier observation in Fig. 12,
which indicates a small reduction in the mean gas velocity
for the particle laden jet in comparison with the unladen
case.

Finally, considering that the particle Stokes number was cal-
culated in an order of magnitude sense, the ranges of St,; and Str
values as calculated above suggest that while the large particles that
belong to 50 ym-75 ym and 75 ym-100 ym size-classes mostly
do not respond to any turbulent fluctuations, the smaller parti-
cles that belong to the 25 ym-50 ym size-class, however, show
a good to partial response to large-eddies but poor response to
small-eddies.
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D. Particle size-velocity correlation

Before discussing the particle dispersion in coaxial jets, it is
important to present the evolution of particle size and particle veloc-
ity characteristics in particle-laden turbulent jets. In this section,
we discuss the correlation between the instantaneous particle veloc-
ity and the particle size in coaxial jets. Figure 16 depicts a scatter
plot between the particle size and the instantaneous particle velocity
at some representative locations along the centerline of the jet for
different co-flow velocity ratios, a.

At the near nozzle location, at x/R = 10, the local gas veloc-
ity is larger than the velocity of particles of all sizes. This means
that all the particles are dragged by the gas flow. As smaller parti-
cles experience higher acceleration due to their lower inertia, they
could quickly accelerate to attain the velocity of the gas. On the other
hand, larger particles accelerate slowly, so their velocity is smaller.
Accordingly, an inverse correlation exists, i.e., the larger the parti-
cle size, the lower its velocity. It can be observed that the results are
similar for all . However, the scatter of the data in the y-direction
reduces for larger «, which can be explained below. As shown in
Fig. 14, for x/R = 10, Sty of particles of three size-classes are large,
Sty > 1, for a = 0, indicating poor response to turbulent fluctua-
tions suggesting a wider range of particle-gas slip-velocity. On the
other hand, for a larger co-flow ratio, St; reduces (for 25 ym-50 ym
particles, St; < 1), suggesting better response to turbulence and a
narrower range of slip. Accordingly, the scatter of the data for a given
particle size is higher for « = 0, while it reduces considerably for
a=1and 1.5.

Further downstream of the jet at x/R = 22, similar results are
obtained. However, the correlation can be observed to be weaker.
This is because now the gas velocity has decayed, and the drag is
smaller compared to that in the location at x/R = 10. As the particles
are transported further downstream, the particle size-velocity corre-
lation may change as shown in the plots for x/R = 22 and 34. For the
case where co-flow is absent, « = 0, the gas velocity decays rapidly
such that larger particles now accelerate beyond the local gas veloc-
ity. Thus, the larger the particle size, the higher its velocity due to
higher inertia, which results in a positive correlation. However, due
to co-flow, this effect is further delayed as the local velocity of the
gas is higher. Thus, a negative correlation is still observed for both
a =1and 1.5 even further downstream at x/R = 22 and 34. For both
x/R = 22 and 34, the data scatter in the y-direction is reduced as
the co-flow velocity ratio increases for the same reason as explained
earlier. The particle size-velocity correlation obtained is approxi-
mated using a linear fit, and a regression coefficient, , is calculated.
Figure 17 shows the axial evolution of this regression coefficient, (,
for the three co-flow velocity ratios. For « = 0, the parameter, (,
changes sign from a negative to a positive value around x/R = 22.
However, for a = 1, the sign of { changes further downstream at
around x/R = 32, while it remains negative at all axial locations for «
= 1.5. These observations are in accordance with the aforementioned
explanations.

E. Centerline average velocity of particles

While in Sec. IIT D, we discussed the instantaneous particle
velocity and its correlation with the particle size, in this section,
the average particle velocity in turbulent coaxial jets is considered.

Phys. Fluids 32, 093303 (2020); doi: 10.1063/5.0017663
Published under license by AIP Publishing

32, 093303-13



Physics of Fluids

ARTICLE scitation.org/journal/phf

0
20 40 60 80 100 20 40

60 80 100 20 40 60 80 100

15
-
=, 1
=3
05
.
0 0.2 0
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
d d d
(d) ©)
2 . 1.6 1.4
.
1.4 . %, 12
15 - ~ o,
1.2 -,f.l | AN 1
& g
s° 50 1 o LY ®e*o M ©
2 2, LR R i A 2 08 3 .
S 3 08 '." .10.‘.- % 0 .
peee’e 0 .
g, 06f . %
0.5 0.6 oy ‘? Lo .o ’
A 0af <€ .
L2
0.4 0.:"‘.:: '.'. % s ‘.:
0 0.2 e 0.2 L
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
d d d
(&) (h) €y

FIG. 16. Particle size-velocity correlation at different axial locations along the centerline of the jet for different co-flow velocity ratios, . Each of the rows depicts a different
axial location: frames (a)—(c) are for the location x/R = 10, frames (d)—(f) are for the location x/R = 22, and frames (g)—(i) are for the location x/R = 34. Each of the columns

depicts a different co-flow velocity ratio, a: frames (a), (d), and (g) are for a = 0, frames (b), (e), and (h) are for « = 1, and frames (c), (f), and (i) are for a = 1.5.

Figure 18 depicts the downstream evolution of the mean axial veloc-
ity of particles, (u,), for different size-classes along the central axis of
the domain. The mean velocity of the particle-laden gas phase, (u),
is also plotted for the purpose of comparison. The local mean veloc-
ity of both the phases is normalized by the centerline gas velocity at
the nozzle exit, u.. The results are presented separately for different
co-flow velocity ratios.

In general, two distinct behaviors of the average particle veloc-
ity can be noticed for all « depending on the location of the particles:
whether within or outside the potential core region of the gas flow.
Within the potential core zone, only a small reduction in the mean
gas velocity occurs, while the velocity of the particles of all sizes
increases monotonically from the nozzle exit (note that the particles
are released at zero initial velocity). The plots for different parti-
cle size-classes are very close to each other for all a. Nevertheless,

close to the nozzle exit (for 3R < x < 5R), the velocity is consistently
higher for smaller particle size-classes, indicating faster acceleration
of smaller particles (due to smaller relaxation time, 7,, which is pro-
portional to df,). Beyond this and up to about x/R » 10, the trends
for different particle sizes begin to deviate from each other, although
not much difference in particle velocity is evident in this zone. In
this region, as shown in Fig. 18, the mean gas velocity is always
larger than that of the particles, which are dragged by the gas flow.
This is in agreement with the particle size-velocity scatter plot at
x/R = 10 in Fig. 16. Beyond the jet core region, the mean particle
velocity varies according to the particle size as well as the co-flow
velocity ratio, &, and this is discussed further in the following. It can
be clearly observed that 50 ym-75 ym and 75 ym-100 ym parti-
cles tend to continue their initial trend and accelerate even beyond
the mean gas velocity. This is attributed to their larger inertia. In
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a =0, 1, and 1.5, along the centerline of the jet.
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addition, the crossover points (where the mean particle velocity pro-
files meet the mean gas velocity profile) are shifted downstream as
the co-flow velocity ratio « is made larger because the co-flow modi-
fies the trend of the gas centerline velocity itself. However, once (1)
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FIG. 18. Axial evolution of the centerline axial velocity of particles for different
size-classes and co-flow velocity ratios (a) « = 0, (b) « =1, and (c) « = 1.5.
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is larger than (u), the drag force opposes the particle motion such
that their velocity reduces again. The positive correlation between
particle size and velocity in Fig. 16 for x/R = 34 for a = 0 supports
this observation. This is evident clearly for the case of « = 0 com-
pared to the other two cases due to the limited extent of domain in
the axial direction under consideration. In contrast to the large par-
ticles, the smaller 25 ym-50 ym particles are unable to match the
gas velocity but tend to approach the latter as the particles move
further downstream. Thus, the velocity of these particles reduces
[frames (a) and (b) of Fig. 18] or remains nearly uniform [frame (c)
of Fig. 18]. This means that unlike the larger particles, these particles
are dragged by the gas flow through the entire domain under study.
The above results show that in the present simulations, the smaller
particles (25 ym-50 ym) “sense” the gas flow better than the larger
particles, which are unable to adapt to the changes in gas veloc-
ity. This is in accordance with their corresponding St; as explained
earlier.

F. Effect of co-flow on particle dispersion

In this section, we discuss the dispersion of poly-dispersed par-
ticles that are injected into the turbulent jet. Specifically, the focus is
on the influence of co-flow around the central jet. Figure 19 shows
the axial evolution of the centerline average number density, (N),
of the particles of different size-classes normalized by respective val-
ues at the nozzle exit, N.. We note that the local number density of
the particles (of a given size-class) was calculated by counting the
number of particles in a predefined volume. The results are pre-
sented for different co-flow ratios, a = 0, 1, and 1.5, separately. It
can be observed that for all cases, (N)/N, reduces from the noz-
zle exit. This is attributed to the radial expansion of the jet as it
develops downstream due to which the injected particles tend to
disperse away from the jet axis. As a result, the number density
of particles in all size-classes reduces downstream. Two important
observations can be made now. First, one can notice the difference
in the magnitude of (N)/N, with the particle size. At any location,
the number density of particles (relative to that at the nozzle exit) is
higher for the 25 ym-50 ym range in comparison with 50 ym-75 ym
and 75 ym-100 ym particles for which the plots almost overlap.
Next, comparing frames (a)-(c) of Fig. 19, it was found that the
plots for all three particle size-classes are shifted upward due to
finite co-flow (« = 1 and 1.5) in comparison with the case with
no co-flow, a = 0. However, the plots are shifted slightly down-
ward for a higher co-flow velocity ratio, @ = 1.5, relative to that
for « = 1 [frames (b) and (c) of Fig. 19]. The above trends can
be explained by considering the evolution of the particle Stokes
number, Str, in the jet as discussed earlier and also using radial
variation of the particle number density, which is presented in the
following.

Figure 20 presents, for different axial locations, the radial pro-
files of the normalized particle number density, (N)/(N)c, where
(N)c is the average number density at the jet axis at the consid-
ered axial location, for different size-classes of particles. The results
are presented for different co-flow ratios. For the near nozzle loca-
tion, x/R = 10, the number density of 50 ym-75 ym and 75 ym-
100 pm particles reduces significantly in the radial direction for
all a. Due to their high Stokes number (St; > 1 for all co-flow
velocity ratios), these particles do not respond well to the gas flow.
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Considering that the particles are injected with zero velocity, only
the particles at the center are able to be drifted away as the cen-
terline velocity is higher, while the off-centric particles experience
reduced drag, so they are accelerated much slower. As a result, the
particle number density reduces radially and more so significantly
in the axial direction as observed in Fig. 19. However, the scenario
is different for the smaller particles, with size 25 ym-50 ym. Due to
their smaller St;, in the absence of co-flow, « = 0, and for x/R = 10,
the 25 ym-50 ym particles are able to disperse in the cross-stream
direction since their St; is about 1. Thus, they respond to large-
eddy fluctuations that promote cross-stream particle dispersion such
that their number density increases in the radial direction. However,
as the co-flow velocity ratio is made larger, their St; reduces even
more (St; < 1) so that they are dragged along the axial direction
since the axial velocity is much stronger than the radial velocity. Fur-
ther downstream of the jet, for instance, x/R = 22 and 34, St of all
particles reduces as explained in Sec. III C. Hence, even larger par-
ticles tend to respond to large-eddies; as a result, their number den-
sity increases in the radial direction. Hence, although the centerline
number density reduces as the jet expands, the rate of reduction is
smaller.

As mentioned earlier, the Stokes number St;, of particles varies
according to the particle size, and in addition, St; for the same parti-
cle changes as it is transported downstream of the nozzle. Accord-
ingly, the dispersion characteristics vary within the turbulent jet.
Hence, now we attempt to provide a general description of the par-
ticle dispersion characteristics. For this purpose, a radial dispersion
parameter f is defined as follows:

(29)

(W),

represents the maximum number density of parti-

where ( % )max

cles of a given size-class at any axial location. The condition f = 0
refers to no radial dispersion and that all particles accumulate at
the jet axis only, while a larger § means a higher number density
of particles relative to that at the jet axis. Figure 21 plots the corre-
lation between 8 and Stz for all simulation cases. It can be observed
that the data points corresponding to larger values of f3 are clustered
around St; ~ 1, while f3 tends to be much smaller and close to zero
for either Sty > 1 or Sty « 1. The above results further clarify the
discussion of the results presented in the context of Figs. 18 and 19.
Physically, this signifies that when the response time of particles is
of the similar order as the timescale of large-eddies, the particles
tend to respond to the gas phase turbulence in such a way that it
leads to the so called preferential particle accumulation effect.”*” "
As a consequence, the particles tend to accumulate in the peripheral
region of the large-eddies and are thus transported away from the jet
axis. However, this effect is subservient when the particle response
time is either much larger or smaller relative to the turn-over time of
large-eddies.

G. Axial evolution of AMD and SMD in coaxial jets

An evaluation of the characteristic particle size in the jet can
exemplify the overall dispersion effect and is of practical inter-
est. Hence, the average mean diameter (AMD) and Sauter mean
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FIG. 20. Radial variation of the normalized average particle number density, (N)/(N)c, at different axial locations and co-flow velocity ratios, «. Each of the rows depicts a
different axial location: frames (a)—(c) are for the location x/R = 10, frames (d)—(f) are for the location x/R = 22, and frames (g)—(i) are for the location x/R = 34. Each of the
columns depicts a different co-flow velocity ratio, «: frames (a), (d), and (g) are for « = 0, frames (b), (e), and (h) are for « = 1, and frames (c), (f), and (i) are for « = 1.5.

6 Fo ‘ ‘ ‘ k diameter (SMD) of particle size are calculated for different axial loca-
cA : a=0 ] tions considering all the particles across the jet at each axial location,
Eoo o=1 E as per the following equations:”’

4 F oa=1.5 . M M
Fm ] AMD =" nidy /> ni, (25)

a3 7"‘ [ | & i=1 i=1
4. z Mo M

2 by i ] SMD = 2; n,-df,l./; nidy, (26)
r 1 m - - -

C “: o m . ] where #; is the number count of the ith particle with a diameter dp,

0 _‘_g‘._‘..d““.._. L g = and M is the total number of particles corresponding to the cross-
0 P 4 6 8 10 sectional plane at a given axial location. We note that the AMD, as

St,

the name indicates, refers to the average size of the particles and is
relevant in all dispersed multi-phase flow applications. In contrast,
the SMD represents the size of a particle having the same volume

FIG. 21. Relationship between the radial dispersion parameter 3 and the Stokes
number St; , for different co-flow ratios, « = 0, 1, and 1.5.

to surface-area ratio of the entire set of particles. Thus, the SMD is
useful in applications where the effective surface area of the particles
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FIG. 22. Axial evolution of the (a) AMD
and (b) SMD in turbulent jets with differ-
] ent co-flow ratios.

60 L L I I 70
o=0 -—=

~ i =1 — —~
2 S a=15 —— 1 7 65
2 2
5 s50f 1 £ 60
S Q
§':45 1 E 55

40 L L P | L L L L 50 P IS AR

0 5 10 15 20 25 30 35 40 5 10

is important. For example, in combustion applications (e.g., droplets
in sprays Ref. 69 or coal particles in coal-fired burners Ref. 3), high
surface area of particles (or a lower SMD) is desirable to ensure effi-
cient burning of the particles. In the present work, our interest is to
examine the influence of the co-flow velocity ratio on the evolution
of both the AMD and the SMD. Frames (a) and (b) of Fig. 22 present
the axial evolution of the AMD and SMD, respectively, in the axial
direction away from the nozzle exit. The observations made from
these figures are explained in the following:

(i) Itisinteresting to note that the characteristic particle sizes do
not remain constant along the axis of the jet. For all velocity
ratios, except for near the nozzle exit and beyond x/R ~ 5-10,
both the AMD and the SMD first decrease and then increase.
However, this trend appears to be shifted toward right for
a =1and 1.5 in comparison with & = 0. An increasing trend
is observed for x/R < 5 in the case of the AMD, which will be
addressed separately.

(ii) The above trend can be explained by considering both the
axial and radial variations of the particle number density dis-
cussed earlier in the context of Figs. 19 and 20. Away from
the nozzle exit, the reduction in the number density of larger
particles is more than that for the smaller (25 ym-50 ym)
particles. In addition, the particle number density of smaller
particles increases radially. Thus, the size distribution is pop-
ulated with smaller particles; as a result, the AMD and SMD
reduce. However, further downstream of the jet, the large
particles also tend to respond to large-eddies (their St; being
smaller) that makes them disperse radially. Thus, the proba-
bility of these particles increases; hence, the AMD and SMD
increase again. For each profile, the presence of a minimum
is evident that shifts toward right for higher a. Interestingly,
for each case, the location of the minimum corresponds to
a maximum in the St; plot (see Fig. 14) that indicates poor
response of the particles to turbulent flow of the continuous
phase.

(iii) It can be noted that for any axial location and for a given a,
the value of the SMD is always larger than that of the AMD.
This is because as per their definition [see Eq. (26)], the SMD
is dictated by particles of larger size (due to higher power
of the particle size). Nevertheless, except for the region very
close to the nozzle exit, the overall trend of the AMD and
SMD is similar.

15 20 25 30 35 40

x/R

(b)

(iv) It can be observed that very close to the nozzle exit, x/R < 5,
the AMD increases slightly, but the SMD does not vary much.
This is possibly due to faster response of the small parti-
cles, which quickly get transported away from the nozzle
leaving the larger particles behind. Thus, the AMD is larger;
however, as the number density of larger particles does not
change much, accordingly, the SMD is nearly the same.

IV. CONCLUSIONS

In the present study, LES was performed for coaxial jets with
poly-disperse particles introduced in the central nozzle. The aim
here is to study the evolution of particle dispersion in a turbulent
jet; in particular, the focus is on the influence of different co-flow
velocity ratios. The size of the injected particles followed the Rosin-
Rammler distribution. Three different co-flow velocity ratios, « = 0,
1, and 1.5, are considered in the present study. The results pertaining
to the particle characteristics were presented in terms of three differ-
ent size-classes: 25 ym-50 ym, 50 ym-75 pm, and 75 ym-100 pm.
The gas phase results matched well with the reference data from
experiments.” The centerline decay of the gas phase velocity, for the
case with particles, was compared to the experimental data obtained
by Budilarto.” Few discrepancies were observed in this comparison,
which are attributed to the difference in the velocity of injection of
the particles at the inlet to the domain. In the present simulations,
the particles are injected at zero velocity at the inlet to the domain
and would absorb more momentum from the gas phase in order to
accelerate, thereby reducing the momentum of the gas phase. How-
ever, further downstream, the results obtained showed a good match
with the reference data. The following conclusions can be drawn
from the present work:

(i) The mean and second-order statistics obtained using the
present LES show a good match with the reference data.” The
radial profiles of the axial velocity at different axial locations,
the centerline axial velocity decay, and the radial profiles of
the axial velocity fluctuation at different axial locations all
of them showed a good match with reference experimental
data.

(i) A comparison of mean velocities of both the particles and
the gas flow indicated that the 25 ym-50 ym particles accel-
erate faster than the larger particles, nearly up to the potential
core region beyond which the velocity of the small particles
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(iii)

(iv)

v)

reduces and is always smaller than the gas velocity, while
the 50 ym-75 ym and 75 ym-100 ym particles continue to
accelerate even beyond the gas velocity (at some crossover
point), though their velocity reduces further downstream.
The crossover point shifts farther in the axial direction as the
co-flow ratio is made larger. The above behavior is according
to the particle size-velocity correlation, which was found to
be negative at the nozzle exit, but it tends to change sign and
become positive downstream of the jet. Addition of the co-
flow around the jet shifts the location where the sign change
occurs downstream.

The Stokes number of particles, St;, based on large-scale
turbulent eddies was evaluated for different size-classes. For
each case, Stz was found to first increase within the potential
core of the jet and then decrease as the jet develops fur-
ther. The range of St; reduced significantly due to co-flow,
indicating improved particle response; however, a slight
increase was noticed when « was increased from 1 to 1.5.
All the particles show poor response to the smallest-eddies of
turbulence.

Along the jet centerline, the average number density, (N),
of all particles reduces right from the nozzle exit. However,
the local number density relative to that at the nozzle exit is
always higher for 25 ym-50 ym particles, while that for the
larger size-classes nearly overlaps. In addition, the radial dis-
persion of the small particles is found to be much stronger
compared to that of particles of larger size. In order to
understand such size-based preferential segregation of par-
ticles in the jets and, in this context, the influence of co-flow
around the central jet, the radial dispersion parameter, f3, was
defined. Here, § = 0 refers to no radial dispersion and that
all particles accumulate at the jet axis only, while a larger 8
means a higher number density of particles relative to that
at the jet axis. Interestingly, the correlation between 8 and
Sty for all simulation cases indicated that larger values of
are clustered around St; ~ 1. On the other hand, f tends to
be much smaller and close to zero for either St; > 1 or St
<« 1. This means that when particle response time is similar
to large eddies, they respond to the gas velocity fluctuations
in such a way that promotes cross-stream mixing. In such a
case, the number density of particles increases radially. This
is in contrast to the case when Sty is much larger or smaller
than 1, as in this case the particles do not adapt to large-scale
eddies. The number density of such particles reduces radially
away from the jet axis such that these particles are depleted
rapidly along the mean jet flow direction.

In order to signify the consequence of turbulent disper-
sion of particles on characteristic particle size, the AMD and
SMD of particle size distribution are calculated, which first
reduce axially and then increase. This is attributed to the
axial evolution of Sty of particles as they are transported
downstream. Closer to the nozzle exit, only smaller parti-
cles are dispersed in the jet so that the characteristic size
of the particles reduces; however, further downstream of
the jet, even larger particles are dispersed that results in a
larger magnitude. In addition, the above trend shifts down-
stream for higher co-flow velocity ratios. The axial loca-
tions where SMD profiles attain a minimum are found to

ARTICLE scitation.org/journal/phf

be slightly downstream when compared to their correspond-
ing locations where AMD profiles attain a minimum, for the
corresponding co-flow velocity ratio.

The present computations of particle-laden coaxial turbulent
jets demonstrate successful application of LES to study gas-solid
flows, which find several engineering applications. In the present
work, an attempt was made to furnish detailed parametric descrip-
tion of particle dispersion behavior. The findings from the present
study provide some insights into the complex interaction of poly-
disperse particles in turbulent carrier flows.
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