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Abstract. Experimental and theoretical uncertainties in the

measurement of cloud condensation nuclei (CCN) with a

continuous-flow thermal-gradient CCN counter from Droplet

Measurement Technologies (DMT-CCNC) have been as-

sessed by model calculations and calibration experiments

with ammonium sulfate and sodium chloride aerosol parti-

cles in the diameter range of 20–220 nm. Experiments have

been performed in the laboratory and during field measure-

ment campaigns, covering a wide range of instrument operat-

ing conditions (650–1020 hPa pressure, 293–303 K inlet tem-

perature, 4–34 K m−1 temperature gradient, 0.5–1.0 L min−1

flow rate). For each set of conditions, the effective water va-

por supersaturation (Seff, 0.05–1.4%) was determined from

the measured CCN activation spectra (dry particle activation

diameters) and Köhler model calculations. High measure-

ment precision was achieved under stable laboratory condi-

tions, where the relative standard deviations of Seff were as

low as ±1%. During field measurements, however, the rela-

tive deviations increased to about ±5%, which can be mostly

attributed to variations of the CCNC column top tempera-

ture with ambient temperature. The observed dependence of

Seff on temperature, pressure, and flow rate was compared

to the CCNC flow model of Lance et al. (2006). At high

Seff the relative deviations between flow model and experi-

mental results were mostly less than 10%, but at Seff≤0.1%

they exceeded 40%. Thus, careful experimental calibration is

required for high-accuracy CCN measurements – especially
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at low Seff. A comprehensive comparison and uncertainty

analysis of the various Köhler models and thermodynamic

parameterizations commonly used in CCN studies showed

that the relative deviations between different approaches are

as high as 25% for (NH4)2SO4 and 12% for NaCl. The de-

viations were mostly caused by the different parameteriza-

tions for the activity of water in aqueous solutions of the

two salts. To ensure comparability of results, we suggest

that CCN studies should always report exactly which Köhler

model equations and parameters were used. Provided that the

Aerosol Inorganics Model (AIM) can be regarded as an accu-

rate source of water activity data for highly dilute solutions

of (NH4)2SO4 and NaCl, only Köhler models that are based

on the AIM or yield similar results should be used in CCN

studies involving these salts and aiming at high accuracy. Ex-

periments with (NH4)2SO4 and NaCl aerosols showed that

the conditions of particle generation and the shape and mi-

crostructure of NaCl particles are critical for their applica-

tion in CCN activation experiments (relative deviations up to

18%).

1 Introduction

Aerosol particles serving as cloud condensation nuclei

(CCN) play an important role in the formation of clouds and

precipitation, and they influence atmospheric chemistry and

physics, the hydrological cycle, and climate (Pruppacher and

Klett, 1997; Seinfeld and Pandis, 1998; Lohmann and Fe-

ichter, 2005). Recent studies indicate that the abundance and

properties of CCN may also affect precipitation amount and
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intensity, heavy weather events and atmospheric dynamics

(Andreae et al., 2004; Khain et al., 2005; Rosenfeld and

Givati, 2006; Segal and Khain, 2006). The response of

cloud characteristics and precipitation processes to increas-

ing anthropogenic aerosol concentrations represents one of

the largest uncertainties in the current understanding of cli-

mate change (Andreae et al., 2005; IAPSAG, 2007; IPCC,

2007). One of the crucial underlying challenges is to de-

termine the ability of aerosol particles to act as CCN under

relevant atmospheric conditions, an issue that has received

increasing attention over the past years (McFiggans et al.,

2006; IAPSAG, 2007).

The activation of CCN, i.e., the formation of cloud

droplets by the condensation of water vapor on aerosol par-

ticles, is determined by particle size and composition as well

as water vapor supersaturation (Charlson et al., 2001; Segal

et al., 2004; Andreae et al., 2005, 2007; McFiggans et al.,

2006).

Reliable measurement data of atmospheric CCN concen-

tration and size distribution as a function of water vapor su-

persaturation are required for the quantitative description,

understanding, and assessment of the effects of natural back-

ground aerosols and anthropogenic pollution on the atmo-

sphere and climate. Therefore, CCN measurements have

been performed in laboratory and field experiments around

the globe, and more are under way (e.g., Gras, 1995; Hudson

and Xie, 1999; Delene and Deshler, 2001; Giebl et al., 2002;

Hudson and Yum, 2002; Raymond and Pandis, 2003; Bilde

and Svenningsson, 2004; Broekhuizen et al., 2004, 2006;

Henning et al., 2005; Dusek et al., 2006; Reade et al., 2006;

Roberts et al., 2006; Dinar et al., 2006; Wex et al., 2006;

Ervens et al., 2007; Rissman et al., 2007).

Instruments that measure CCN concentrations at pre-

scribed water vapor supersaturations have been available and

in use for decades, but the reliability of the measurement re-

sults has been a subject of continuing debate (e.g., Hudson,

1989, 1993; Chuang et al., 2000; Delene and Deshler, 2000;

Snider et al., 2003, 2006; Chan and Chan, 2005; Wex et al.,

2005; McFiggans et al., 2006).

Only recently has an instrument promising enhanced ro-

bustness and reliability become commercially available: the

continuous-flow streamwise thermal-gradient cloud conden-

sation nuclei counter (CCNC) from Droplet Measurement

Technologies (DMT). The design and operating principles

of the instrument are based on Roberts and Nenes (2005)

as detailed below. Numerous atmospheric research groups

around the world have recently begun to use instruments of

this type for CCN field and laboratory studies (e.g., Kuwata

et al., 2007a, b; Padró et al., 2007; Petters et al., 2007; Yum

et al., 2007; Shilling et al., 2007; Engelhart et al., 2008).

In this study, we describe how the DMT-CCNC can be

efficiently calibrated by experiments using salt aerosol parti-

cles of known size and composition, and the corresponding

Köhler model calculations (Sect. 2, Appendix A). We inves-

tigate and quantify the variability and uncertainty of mea-

surements and data analysis (Sects. 3.1–3.4), and we test the

applicability of a CCNC flow model by Lance et al. (2006)

for extrapolating DMT-CCNC calibration results to different

measurement conditions (temperature, pressure, flow rate;

Sects. 3.5 and 3.6). Moreover, we characterize the deviations

between different Köhler modeling approaches (Sect. 3.7),

and we compare experimental and model results for ammo-

nium sulfate and sodium chloride, addressing the influence

of aerosol generation and particle shape (Sect. 3.8).

2 Methods

2.1 Cloud condensation nuclei counter (CCNC)

The CCNC used and characterized in this study is a

continuous-flow streamwise thermal-gradient CCN counter,

commercially available from Droplet Measurement Tech-

nologies, Inc. (DMT, model No. CCN-2, serial number

02/05/0011). The design and operating principles of the

instrument are based on Roberts and Nenes (2005). The

core of the DMT-CCNC is a vertical flow tube of cylindri-

cal shape (inner diameter 2.3 cm, length 50 cm), in which

the aerosol sample, surrounded by filtered sheath air (total

flow rate Q=0.5–1 L min−1, sheath-to-aerosol flow ratio 10),

flows from top to bottom under laminar conditions and near-

ambient pressure p. The porous inner surface of the flow

tube is continuously wetted with liquid water from a peri-

staltic pump. In this study, the pump was generally oper-

ated at a water drip rate of 4 mL h−1 corresponding to the

CCNC software setting of “low” liquid flow. In the CCNC,

a near-linear positive temperature gradient along the flow di-

rection is established and controlled by thermal electric cool-

ers (TEC) and thermocouples, which are mounted at the be-

ginning, middle, and end of the outer wall of the tube (tem-

peratures T1, T2, and T3, respectively). As the laminar flow

passes through the column, heat and water vapor are trans-

ported from the inner surface towards the center of the tube.

Because water molecules diffuse more quickly than heat, a

constant water vapor supersaturation is established along the

centerline of the column.

The aerosol sample enters the column at the top center of

the column, and particles with a critical supersaturation less

than the centerline supersaturation are activated as CCN (for

definitions of supersaturation and critical supersaturation see

Sect. 2.3). The residence time in the column (∼6–12 s, de-

pending on flow rate) enables the activated particles to grow

into droplets that are sufficiently large (>1 µm) to be detected

separately from unactivated particles (usually ≪1 µm). An

optical particle counter (OPC) at the exit of the column de-

termines the concentration and size distribution of droplets

in the size range of 0.75–10 µm. Droplets larger than 1 µm

are considered to be activated CCN.

The effective water vapor supersaturation (Seff) in the

CCNC is determined by flow rate, pressure, sample
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temperature and temperature gradient. The temperature gra-

dient is controlled by the temperature difference (1T =T3–

T1) between the top (T1, set ∼3 K higher than the sample

temperature) and the heated bottom of the column (T3, max-

imum ∼325 K, limited by OPC operating conditions). The

CCNC operating software automatically keeps T2 slightly

higher than it would have to be for a perfectly linear gradient

(∼1%). This results in a slightly higher temperature gradi-

ent in the first half and smaller temperature gradient in the

second half of the flow column, which helps to restrict the

actual CCN activation of aerosol particles to the first half of

the column and to ensure sufficient time for droplet growth in

the second half of the column. In this study,1T and Seff have

been varied in the range of 2–17 K (corresponding to gradi-

ents of 4–34 K m−1) and 0.05–1.3%, respectively. Shifting

from one supersaturation level to another requires approxi-

mately 0.5–3.5 min, depending on the size of the step, and

whether it is from lower to higher supersaturations (shorter

time) or vice versa (longer time).

2.2 Experimental setup and aerosol generation

The calibration setup used in this study was similar to the

one described by Frank et al. (2007), and is illustrated in

Fig. 1. Calibration aerosol was generated by nebulization of

an aqueous salt solution (solute mass concentration ∼0.01%)

of ammonium sulfate ((NH4)2SO4, purity >99.5%, sup-

plier: E. Merck, Darmstadt) or sodium chloride (NaCl, pu-

rity >99.99%, supplier: Alfa Aesar GmbH & Co KG), us-

ing a TSI 3076 Constant Output Atomizer operated with

particle-free pressurized air (2.5 bar, 2 L min−1). The poly-

disperse aerosol was dried to a relative humidity of <15%

by dilution with particle-free dry air (∼30 L min−1). The ex-

cess flow was vented through a filter (HEPA) or into a fume

hood/exhaust line, where care was taken to keep overpres-

sure in the system as low as possible (mostly <20 hPa). The

dry aerosol (0.5–2 L min−1) was passed through a bipolar

charger/radioactive neutralizer (Ni-63, 555 MBq) to estab-

lish charge equilibrium, and a differential mobility analyzer

(DMA; TSI 3071 Electrostatic Classifier) with closed loop

sheath air flow (10 L min−1)was used to select monodisperse

particles. To adjust the particle number concentration, the

monodisperse aerosol was diluted with particle free air (0–

1 L min−1) in a small mixing chamber (glass, ∼10 cm3, built

in-house) at the DMA outlet. After dilution, the monodis-

perse aerosol flow was split into two parallel lines and

fed into a condensation particle counter (CPC; TSI 3762;

1 L min−1) and into the CCNC (0.5–1 L min−1). For the cal-

ibration experiments, the number concentration of monodis-

perse aerosol particles was kept below ∼3×103 cm−3 to

avoid counting errors caused by coincidence.
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Fig. 1. Experimental setup: DMA – differential mobility analyzer,

CCNC – cloud condensation nuclei counter, CPC – condensation

particle counter.

2.3 Calibration experiments and data analysis

2.3.1 CCN efficiency spectra and activation diameters Da

2.3.1.1 Measurement and fitting procedure

In every calibration experiment, the CCNC was operated at

five different 1T values in the range of 2–17 K. For each

1T , the diameter of the dry salt aerosol particles selected by

the DMA (D) was set to 15 different values in the range of

18–220 nm. At each D, the number concentration of total

aerosol particles (condensation nuclei, CN), NCN, was mea-

sured with the CPC, and the number concentration of CCN,

NCCN, was measured with the CCNC (∼60 s waiting time to

adjust to the new particle concentration plus 20–30 s averag-

ing time). The activated particle fraction, or CCN efficiency

(NCCN/NCN), was calculated from the averaged concentra-

tions of CN and CCN, and a CCN efficiency spectrum of

NCCN/NCN over D was obtained from every scan of particle

diameters at constant 1T . In each calibration experiment,

multiple scans over1T andD were performed, and multiple

CCN efficiency spectra (at least 2, up to 20) were recorded

for each 1T .

Each CCN efficiency spectrum was fitted with a cumu-

lative Gaussian (normal) distribution function using a non-

linear least-squares fitting routine (Gauss-Newton method,

Matlab, MathWorks, Inc.):

fNCCN/NCN
= a

(

1 + erf

(

D −Da

σ
√

2

))

(1)
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Fig. 2. Exemplary results of a laboratory calibration experi-

ment with ammonium sulfate aerosol (Mainz, 21 December 2005,

Q=0.5 L min−1, p=1026 hPa, T1=298.5 K): CCN efficiency spectra

measured at 5 different 1T values (a) and the corresponding cali-

bration line (b). The symbols are measurement data points and the

solid lines are the cumulative Gaussian distribution (a) and linear fit

(b) curves.

where erf is the error function, a is half the maximum value

of fNCCN/NCN
, Da is the particle diameter at fNCCN/NCN

=a,

and σ is the standard deviation of the cumulative Gaussian

distribution function. Ideally, a should equal 0.5 for inter-

nally mixed aerosols. As can be seen from exemplary CCN

efficiency spectra illustrated in Fig. 2a, however, deviations

from this value can occur due to different particle losses

and counting efficiencies of the CPC and CCNC. These

deviations can be corrected by normalizing the maximum

value of the CCN efficiency spectrum to unity, i.e., by

multiplying the observed values of NCCN/NCN with 0.5/a.

Since the normalization is symmetric with regard to the

midpoint of the CCN efficiency spectrum, however, it does

not affect the value of Da (Rose et al., 2007).

2.3.1.2 Correction for doubly charged particles

When the DMA selects particles of a given electrical

mobility, the particles are not all singly charged. There

are also multiply (mostly doubly) charged particles that

have the same electrical mobility, but which are larger in

diameter. Since the probability of three charges or more is

rather low, only doubly charged particles will be mentioned

here. Because of their larger diameter, the doubly charged

particles activate at a lower supersaturation than the singly

charged particles of the same electrical mobility. Therefore,

doubly charged particles appear in the CCN efficiency

spectrum (NCCN/NCN vs. D) of a chemically homogeneous

aerosol as a plateau at smaller diameters (see Figs. 2a and

3). The height of this plateau corresponds to the number

fraction of doubly charged particles. It usually increases

for larger particle sizes (smaller supersaturations), because

the probability of double charging increases (Wiedensohler,

1988). Furthermore, the height of this plateau depends on

the shape of the number size distribution of the polydisperse

calibration aerosol. The broader the size distribution is, the

higher is the concentration of large particles, and the higher

is the fraction of doubly charged particles selected by the

DMA. High fractions of activated doubly charged particles

can distort the CCN efficiency spectra and the derived Da
values. This effect can be corrected by calculating the

abundance of doubly charged particles from the number

size distribution of the polydisperse calibration aerosol

assuming a bipolar equilibrium charge distribution and then

subtracting them from NCCN/NCN as described in Frank et

al. (2006).

An alternative method is to fit the sum of two cumulative

Gaussian distribution functions to the measured CCN effi-

ciency spectrum. This method yields 6 fit parameters defined

in analogy to Eq. (1) (a1, a2, σ 1, σ 2, Da,1, Da,2). The mid-

point of the first, lower distribution function (Da,2) can be

regarded as the diameter at which half of the doubly charged

particles are activated; the midpoint of the second, upper dis-

tribution function (Da,1) is taken as the diameter at which

half of the singly charged particles are activated (Da). How-

ever, this technique is only applicable when there are enough

data points at the plateau of the doubly charged particles to

be fitted. Moreover, it assumes that the fraction of doubly

charged particles is constant over the whole size range.

A simpler method to correct the CCN efficiency spectra

for doubly charged particles, is to determine the fraction of

activated doubly charged particles from the level of the lower

plateau in the spectrum, (NCCN/NCN)2. Assuming that this

fraction is constant over the whole particle size range, the

activated fraction of singly charged particles, (NCCN/NCN)1,

can be calculated from the measured number concentrations

as follows:

(NCCN/NCN)1 =
NCCN −NCN · (NCCN/NCN)2

NCN −NCN · (NCCN/NCN)2
(2)
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The function given in Eq. (1) is then fitted to the corrected

CCN efficiency spectrum ((NCCN/NCN)1 vs. D) to obtain

Da .

The effects of doubly charged particles on the CCNC cal-

ibration results will be discussed in Sect. 3.1. In this study,

corrections for doubly charged particles have been applied

only in the data processing of experiments where the frac-

tion of activated doubly charged particles, (NCCN/NCN)2,

exceeded the value of 0.1, unless mentioned otherwise.

2.3.1.3 Correction for DMA transfer function

Ideally, the CCN efficiency spectra of internally mixed

aerosols should have the shape of a step function, where

all particles larger than the critical dry diameter (Dc) are

activated (NCCN/NCN=1) and all smaller particles are non-

activated (NCCN/NCN=0). The particle size resolution that

can be achieved upon selection of a monodisperse aerosol

with a DMA, however, is limited by the transfer function of

the DMA. Thus the selected monodisperse aerosol consists

not only of particles with the selected nominal mobility

equivalent diameter, but it also contains smaller and larger

particles. The activation of these particles results in a

widening of the observed CCN efficiency spectrum, i.e.,

to a gradual rather than stepwise increase of NCCN/NCN

with D (see Fig. 4). Due to the asymmetry of the DMA

transfer function, the widening does not only increase the

standard deviation of the cumulative Gaussian distribution

fit function (σ ), but it can also shift the midpoint of the CCN

efficiency spectrum (Da). The transfer function effect can

be corrected by transforming each of the experimentally

selected nominal mobility equivalent diameters (Dnom)

into an effective diameter (Deff). Deff is the diameter for

which the fraction of selected particles with diameters ≥Deff

(NCN,D≥Deff
/NCN) equals the observed fraction of activated

particles (NCCN/NCN).

To correct for the transfer function effect, the following

procedure can be applied to each data point in the CCN effi-

ciency spectrum:

1. The nominal electrical mobility, Znom, which corre-

sponds to the selected nominal electrical mobility di-

ameter Dnom is calculated according to standard DMA

equations, inserting the operating conditions and dimen-

sions of the DMA (Willeke and Baron, 2001).

2. The half-width of the transfer function is calculated

from the relation 1Znom=ZnomQae/Qsh, where Qae is

the aerosol flow and Qsh is the sheath air flow through

the DMA (Knutson and Whitby, 1975).

3. The lower and upper boundaries of the transfer func-

tion on the scale of electrical mobility are calculated

as Zl=Znom+1Znom and Zu=Znom−1Znom, respec-

tively. The corresponding lower and upper boundaries

of the transfer function on the scale of particle diame-

ter, Dl , Du, are calculated according to standard DMA

equations (Willeke and Baron, 2001). The theoretical

transfer function of the DMA at the selected particle

size, Pnom, is given as a piecewise linear probability

function of triangular shape which is 0 for D≤Dl , 1

at Dnom, and again 0 for D≥Du (Willeke and Baron,

2001).

4. The number size distribution function of the monodis-

perse aerosol at the selected particle size, ψm, is cal-

culated by multiplying Pnom with the size distribution

function of polydisperse calibration aerosol, ψp, which

was measured in parallel to the CCN efficiency mea-

surements. Note that Pnom can be used instead of ψm
if the investigated polydisperse aerosol has a broad size

distribution that does not vary strongly over the width of

the transfer function (this is typically the case for ambi-

ent aerosols).

5. The corrected (effective) diameter (Deff) is calculated

by numerical iteration to reproduce the CCN efficiency

observed at the selected diameter with the following re-

lation:

NCCN/NCN =

∫ Du
Deff

ψm dD
∫ Du
Dl
ψm dD

(3)

The application of the transfer function correction requires

that the maximum value of the CCN efficiency spectrum

equals the true maximum CCN efficiency of the investigated

aerosol particles passing through the DMA, i.e. unity for our

salt calibration aerosols (normalization of the observed val-

ues of NCCN/NCN with 0.5/a if a 6=0.5). Otherwise the cor-

rection would refer to an unrealistic CCN efficiency that is

caused by different particle losses and counting efficiencies

of the CPC and CCNC, and it would lead to a distorted CCN

efficiency spectrum and Da .

Moreover, the above correction is based on the assump-

tion that the particles are internally mixed and exhibit no

significant differences in composition over the size range of

the transfer function and monodisperse aerosol, respectively.

Under this assumption, it can also be applied to CCN effi-

ciency spectra of atmospheric aerosols.

Note that both the width of the transfer function and the

width of the CCN spectrum increase with increasing aerosol

to sheath flow ratio in the DMA. Da can shift to larger or

smaller sizes (i.e., Deff>Dnom or Deff<Dnom, respectively),

depending on the shape of the particle size distribution.

The effects of the DMA transfer function on the CCNC

calibration results will be discussed in Sect. 3.2. In this

study, corrections for the DMA transfer function have been

applied only where explicitly mentioned.

www.atmos-chem-phys.net/8/1153/2008/ Atmos. Chem. Phys., 8, 1153–1179, 2008
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2.3.1.4 Correction for particle shape

In a DMA, the particle size is selected according to

the electrical mobility equivalent diameter, which assumes a

spherical shape of the particles. In the case of non-spherical

particles, the mobility equivalent diameter (DB ) selected

by the DMA is generally larger than the mass equivalent

diameter (Dm). Thus the application of mobility equivalent

diameters for Köhler model calculations can lead to an

underestimation of the effective supersaturation in the

CCNC. Sodium chloride particles generated by nebulization

of a NaCl solution and subsequent drying are usually of

cubic shape (Scheibel and Porstendörfer, 1983; Krämer et

al., 2000; Mikhailov et al., 2004). Also ammonium sulfate

particles generated by nebulization and drying may not be

fully spherical and compact (Biskos et al., 2006a).

The effects of particle shape and porosity can be described

with the dynamic shape factor χ , which is defined as the ratio

of the drag force experienced by the particle in question to

that of a sphere of equivalent mass (Krämer et al., 2000):

χ =
DB C(Dm)

Dm C(DB)
(4)

in which C(DB) and C(Dm) are the slip correction factors

for the respective diameters DB and Dm. C(D) can be ap-

proximated by the empirical relation (Willeke and Baron,

2001):

C(D) = 1 +
2 λ

D

(

1.142 + 0.558 exp

(

−0.999
D

2 λ

))

(5)

in which λ is the mean free path of the gas molecules

(λ=68 nm in air at 298 K and standard atmospheric pressure).

When applying a shape correction, the particle diameters

selected by the DMA (D=DB ) have to be transformed into

mass equivalent diameters Dm by iteratively solving Eq. (4)

with Eq. (5). Upon CCNC calibration, the transformation of

D=DB into Dm can be performed for the complete CCN ef-

ficiency spectrum prior to fitting, or just for the activation di-

ameter obtained from a fit to the uncorrected spectrum. Both

approaches lead to the same value of a shape-corrected acti-

vation diameter Da , which can then be taken as the critical

dry particle diameter for Köhler model calculations to deter-

mine the effective supersaturation in the CCNC as described

below.

For ammonium sulfate particles generated by nebulization,

a shape factor of χ=1.02 has been recommended (Biskos

et al., 2006a). For sodium chloride particles, different

shape factors have been used: a constant value of χ=1.08

(e.g., Krämer et al., 2000; Mikhailov et al., 2004) or size-

dependent values in the range of 1.08–1.24 (Biskos et al.,

2006b; DeCarlo et al., 2004).

The effects of different shape corrections on the calibra-

tion results will be discussed in Sect. 3.8. In this study, cor-

rections for particle shape have been applied only where ex-

plicitly mentioned.

2.3.2 Determination of effective supersaturation (Seff)

The diameter at which the CCN efficiency spectrum reaches

half its maximum, i.e., the activation diameterDa as obtained

from the fit to the experimental data (with or without correc-

tions for doubly charged particles, DMA transfer function,

and particle shape), can be regarded as the critical dry parti-

cle diameter for CCN activation,Dc, i.e., the diameter that is

required for particles of the given composition to be activated

as CCN at the given supersaturation.

For soluble materials, Dc can be taken as the mass equiv-

alent diameter of the dry solute particle, Ds , and through

Köhler theory it can be related to the critical supersaturation

(Sc), which is the minimum supersaturation required to acti-

vate particles of the given size and composition as CCN. Sc
in turn can be regarded as the effective water vapor supersat-

uration in the CCNC (Seff) at the given operating conditions

(1T , p, T1, Q). Thus Köhler model calculations as detailed

in Appendix A were performed to determine Seff (=Sc) from

Da (=Ds), using the Köhler model VH4 and inserting T1 for

T unless mentioned otherwise.

From each of the multiple CCN efficiency spectra

recorded at each of the temperature differences investigated

within a calibration experiment, we obtained one data point

in a calibration diagram of Seff vs. 1T . A linear calibra-

tion function, fs=ks 1T+S0, was obtained by a linear least-

squares fit to these data points. One exemplary calibration

line is illustrated in Fig. 2b. The fit parameters of the calibra-

tion function (ks , S0) can be used in the CCNC software to

calculate and set appropriate temperature differences, 1T ,

for CCN measurements at desired water vapor supersatura-

tions, Seff.

2.4 CCNC flow model

Roberts and Nenes (2005) introduced a model that describes

the relationship between the temperature difference and Seff

in the DMT-CCNC column under certain operating condi-

tions. Input variables to the model are the volumetric flow

rate, the sheath-to-aerosol flow ratio, the pressure, and the

inner wall streamwise temperature difference (1T inner) be-

tween the exit and the entrance of the column. Lance et

al. (2006) compared the simulated instrument responses for

calibration aerosol against actual measurements. They indi-

cated that the supersaturation strongly depends on 1T inner

which may be only a fraction of the temperature differ-

ence imposed by the TECs at the outer wall of the column

(1T=T3−T1). It is assumed that the inner temperature at the

entrance of the column (T1,inner) equals the entrance temper-

ature measured outside the column, i.e., T1. The temperature

drop across the wall – the quotient of 1T inner to 1T – is

called the thermal efficiency η (η≤1) and varies with the op-

erating conditions. η has to be determined to predict the Seff

of the instrument and can be calculated if the thermal resis-

tance (RT ) of the column is known.
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Following the procedure suggested by Lance et al. (2006),

we calibrated the thermal resistance of our instrument be-

fore estimating the thermal efficiency and the supersatura-

tion in the CCNC under different operating conditions. The

supersaturation was first determined experimentally by cali-

brating the CCN counter with ammonium sulfate particles of

known size at different 1T values and inferring Seff by con-

verting the critical diameter into Sc via Köhler model calcu-

lations. The calibration line (Seff vs. 1T) did not go through

the origin of the coordinate system, but intercepted the x-axis

at a certain 1T0 (cf. Fig. 2b). Since the model assumes that

S=0 if 1T inner=0 and thus 1T=0, we shifted the calibration

line to the left by subtracting its 1T0 from each 1T, which

led to a new calibration line of Seff vs. 1T* (1T*=1T–

1T0). Each pair of 1T* and Seff was taken to determine

1T inner by solving Eq. (16) in Lance et al. (2006) iteratively.

The corresponding thermal efficiency η was calculated di-

viding 1T inner by 1T*, and the corresponding thermal re-

sistance RT was calculated by solving Eq. (15) in Lance et

al. (2006).

An average value of RT was taken as the effective ther-

mal resistance of the CCNC and used to model the effective

supersaturation for various operating conditions (T1, p, Q)

as follows: For a given 1T, 1T* was calculated by sub-

tracting a standard offset value of 1T0=1 K (or 1T0=2 K

for Q=1 L min−1) and inserted into Eq. (15) of Lance et

al. (2006) to calculate η. The inner wall temperature dif-

ference,1T inner, was determined by multiplication of η with

1T*, and finally, Seff was calculated using Eq. (16) of Lance

et al. (2006).

3 Results and discussion

3.1 Effect of doubly charged particles on CCN efficiency

spectra

Figure 3 shows exemplary CCN efficiency spectra and fit

curves used to determine the dry particle activation diame-

ter, Da , which is the basis for calculating the effective water

vapor supersaturation in the CCNC, Seff (Sect. 2.3.2). As

outlined in Sect. 2.3.1.2, CCN efficiency spectra recorded by

particle size selection with a differential mobility analyzer

can be influenced by doubly charged particles (Fig. 3) which

interfere with the determination of Da .

The measured spectrum in Fig. 3a exhibits a high fraction

of activated doubly charged particles (plateau level ∼0.17).

The fit with a single cumulative Gaussian distribution func-

tion (Eq. 1) strongly deviated from the measured data points

and gave a Da value ∼2% smaller than the value obtained

by fitting with two distribution functions. After correcting

the measured spectrum with Eq. (2), the fit of Eq. (1) to the

corrected spectrum gave the same Da value as the fit of two

distribution functions to the uncorrected spectrum, which can

be regarded as the actual activation diameter. The ∼2% de-
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Fig. 3. Alternative fitting methods and dry particle activation diam-

eters (Da) for exemplary CCN efficiency spectra of ammonium sul-

fate with (a) high and (b) low fractions of doubly charged particles.

The black crosses are measured data points. The green crosses are

data points obtained by correction with Eq. (2). The solid blue line

is the fit of a cumulative Gaussian distribution function (Eq. 1) to

the measured spectrum, and the solid green line is the fit of Eq. (1)

to the corrected spectrum. The solid red line is the fit of two dis-

tribution functions to the measured spectrum. The vertical dashed

lines are the Da values obtained from the fit curves with the same

color.

crease of Da led to a ∼3% relative increase of the effective

supersaturation determined by Köhler model calculations.

The measured spectrum in Fig. 3b exhibits a low fraction

of activated doubly charged particles (plateau level ∼0.06),

and the fit with a single cumulative Gaussian distribution

function (Eq. 1) agrees well with all data points atNCCN/NCN

>0.1. Therefore, theDa value obtained from this fit was only

∼0.5% smaller than the values obtained after correcting the

spectrum with Eq. (2), or fitting with two distribution func-

tions. The corresponding relative change of Seff was only

0.7%.

In our study, the observed fraction of activated doubly

charged particles was generally in the range of 0–0.25. In

most cases the fraction was <0.1 and a single cumula-

tive Gaussian distribution (Eq. 1) fitted to the data points
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Fig. 4. Correction for DMA transfer function in exemplary CCN

efficiency spectra of ammonium sulfate with (a) small and (b) large

dry particle activation diameter (Da). The black crosses are mea-

sured data points. The red crosses are data points obtained by cor-

rection according to Sect. 2.3.1.3. The solid lines are fits of a cu-

mulative Gaussian distribution function (Eq. 1) to the measured and

corrected spectra, respectively. The vertical dashed lines are theDa
values obtained from the fit curves with the same color.

was used to determine Da (relative deviations of Da and

Seff≤1%). For plateau levels>0.1, two cumulative Gaussian

distributions were used.

3.2 Effect of DMA transfer function on CCN efficiency

spectra

Figure 4 shows exemplary CCN efficiency spectra with and

without correction for the DMA transfer function as de-

scribed in Sect. 2.3.1.3. The correction leads to narrower

CCN efficiency spectra with steeper slopes and smaller stan-

dard deviations of the fit function (uncorrected σ/Da≈7%,

corrected σ/Da≈3%). The small residual values of σ ob-

tained after correction (<1–4 nm) indicate high precision

of the experiments; they can be attributed to small het-

erogeneities of the supersaturation profile in the CCNC or

other non-idealities such as particle shape effects. Depend-

ing on the size distribution of the polydisperse calibration

aerosol and of the monodisperse aerosol selected by the

DMA (Sect. 2.3.1), the correction can shiftDa either towards

smaller or towards larger diameters. In the above example

and other tests, however, the influence on Da and Seff was

very small (relative changes <1%), and thus the calibration

results were generally not corrected for the DMA transfer

function unless mentioned otherwise.

3.3 Measurement precision within a laboratory experiment

Figure 2a shows the CCN efficiency spectra of an exem-

plary calibration experiment with ammonium sulfate parti-

cles. The experiment lasted for 26 h and was performed

in the laboratory under stable conditions: sample tem-

perature (296.3±0.2) K, CCNC column top temperature

T1=(298.5±0.2)K, pressure p=(1026±2) hPa (mean value

± standard deviation). The measurement data have been pro-

cessed without applying any corrections for doubly charged

particles, DMA transfer function, or particle shape.

Table 1 summarizes characteristic measurement parame-

ters and results of the exemplary calibration experiment. For

each of the 5 different 1T values in the range of 2–16 K, 15

CCN efficiency spectra have been recorded, and dry particle

activation diametersDa in the range of 26–178 nm have been

obtained by fitting with a cumulative Gaussian distribution

function (Eq. 1). The 95% confidence interval for Da was,

on average, less than 2 nm, which confirms the skill of the fit

function used. The relative standard deviations of Da were

only 0.3–1.4%, indicating high instrument stability and mea-

surement precision under constant surrounding conditions.

Using theDa values obtained from the individual CCN ef-

ficiency spectra, critical supersaturations Sc were calculated

as described in Sect. 2.3.2 and Appendix A4 (Köhler model

VH4), and these were taken as the effective supersaturations

of water vapor in the CCNC, Seff. As detailed in Table 1, the

mean values of Seff for the selected temperature differences

were in the range of 0.06–1.22%, and the relative standard

deviations were 0.5–2.2%, increasing with decreasing super-

saturation.

As illustrated in Fig. 2a, the upper limit values of the

CCN efficiency spectra of the calibration aerosols (maxi-

mum activated fraction of particles) deviated generally less

than ∼10% from the ideally expected value of 1, indicat-

ing that the uncertainty of CCN efficiencies measured with

the calibrated CCNC was on the order of ±10%. The accu-

racy of CCN concentration and efficiency measurements de-

pends critically on particle losses in the experimental setup

and on the counting efficiencies of the OPC used for the de-

tection of activated particles/droplets (CCN) and of the CPC

used for the measurement of total number concentration of

size-selected aerosol particles (CN). For the determination

of Da and Seff, however, we found in a series of test ex-

periments performed upon instrument maintenance that even

strong variations of counting efficiency with particle size and

concentration (deviations by up to 20%) had no strong ef-

fect on the determination of Da and Seff (relative variations

<0.5%).
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Table 1. Measured and calculated parameters (arithmetic means and standard deviations) for the experiment shown in Fig. 2.

mean 1T stdev. 1T mean Da rel. stdev. Da mean conf. mean Seff rel. stdev. Seff Seff from rel. dev. of

interv. of Da calbr. line fit Seff from fit

[K] [K] [nm] [%] [nm] [%] [%] [%] [%]

1.84 0.02 178.3 1.4 1.7 0.062 2.2 0.044 38.5

5.10 0.03 61.3 0.9 0.6 0.318 1.3 0.317 0.2

7.71 0.03 44.7 0.6 0.3 0.519 0.9 0.536 3.2

11.66 0.02 32.8 0.6 0.2 0.840 1.0 0.867 3.1

15.59 0.02 25.8 0.3 0.6 1.223 0.5 1.197 2.2

Figure 2b shows the calibration line of Seff vs. 1T , which

is a linear fit to the data points obtained from each of the

recorded CCN efficiency spectra (Sect. 2.3.2). The cor-

responding calibration function is Seff=0.08381T−0.1097

with R2=0.9974 (n=75). As detailed in Table 1, the fit line

agrees well with the experimentally determined data points

at Seff>0.1%: the relative deviations hardly exceed 3%. In

spite of the high R2 value, however, the relative deviation

between fit line and data points at the lowest supersaturation

(Seff≈0.06%) is as high as 38%. Apparently the dependence

of Seff on 1T is not linear in this range, which is also indi-

cated by the non-zero intercept of the calibration line with

the x-axis (as discussed below) and needs to be taken into

account for CCN measurements at low supersaturation. For

studies aiming at high accuracy of Seff, a second or third or-

der polynomial may in fact be more appropriate than the lin-

ear calibration function.

3.4 Variability within and between different measurement

campaigns

Over the past years, we have operated and calibrated our

DMT-CCNC at a variety of locations and elevations: dur-

ing two one-month field campaigns in Guangzhou and Bei-

jing, China (close to sea level); at our home laboratory in

Mainz and another laboratory in Leipzig, Germany (close

to sea level); and at the mountain stations Hohenpeis-

senberg, Germany (900 m a.s.l.), and Jungfraujoch, Switzer-

land (3570 m a.s.l.). An overview of the calibration results is

given in Fig. 5.

During the field campaign in Guangzhou (Fig. 5a), the

CCNC was operated with a flow rate of 0.5 L min−1 at a pres-

sure of ∼1020 hPa, and the column top temperature T1 var-

ied between 298 and 303 K. An average calibration line of

Seff vs. 1T for the whole campaign was obtained by a fit to

all data points, excluding the experiment with T1=303.2 K,

which was not representative for the rest of the campaign.

Apart from this exceptional experiment, the deviations be-

tween individual calibration lines and the average line were

at most 5–7% (relative) with regard to Seff. As will be dis-

cussed in more detail below (Sect. 3.6), Seff and the slope of

the calibration lines decreased with increasing T1.

The calibration lines from the field campaign in Beijing

(Q=0.5 L min−1, p≈1020 hPa; Fig. 5b) exhibited a similar

pattern and influence of T1, and the maximum deviations be-

tween individual lines and the average line were again in the

range of 5–7% (relative).

Before and after the field campaigns, we calibrated the

CCNC in our home laboratory (Mainz, p≈1020 hPa). In De-

cember 2005, we performed a series of five calibration ex-

periments extending over several days without changing the

experimental setup. The instrument was stopped in between

measurement runs only to test the influence of small varia-

tions in the experimental conditions (changes of liquid water

flow in the CCNC, dilution flow in aerosol generation, etc.).

The resulting calibration lines are shown in Fig. 5c; the devi-

ations between individual lines and the average were at most

2% (relative).

In 2006, we performed three more laboratory calibration

experiments, where the time between each experiment was

over one month and the experimental setup was newly ar-

ranged every time. The resulting three calibration lines also

deviated not more than 2–3% from the corresponding aver-

age. As illustrated in Fig. 5c, the slope of the average cali-

bration line from the series of experiments in 2006 was con-

siderably smaller (10% relative) than the slope of the average

line obtained from the experiments in 2005. Only about half

the difference can be attributed to higher temperatures dur-

ing the 2006 experiments. The remaining difference is most

likely due to usage- and aging-related changes of instrument

properties (e.g., porosity and thermal resistance of the CCNC

column; A. Nenes, personal communication, 2007).

Figure 5d shows the calibration lines measured during

field campaigns at mountain stations (Hohenpeissenberg,

900 m a.s.l.; Mt. Jungfraujoch, 3570 m a.s.l.) and in a labo-

ratory near sea level (Leipzig, 100 m a.s.l.). It illustrates that

the supersaturation obtained at a given 1T decreases signif-

icantly with pressure, which will be discussed in more detail

in Sect. 3.6. For the two field campaigns on Mt. Jungfrau-

joch we found a similar long-term trend as for the lab exper-

iments: the slopes of the calibration lines recorded in 2007

were about 10% smaller than those recorded one year before.
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Fig. 5. Measured (symbols) and fitted (solid lines) calibration lines obtained from field and laboratory experiments with ammonium sulfate

aerosol at different CCNC column top temperatures (T1) and different locations: (a) field campaign in Guangzhou, China; (b) field campaign

in Beijing, China; (c) laboratory measurements in Mainz, Germany; (d) field campaigns at the mountain stations Hohenpeissenberg, Germany

(900 hPa) and Jungfraujoch, Switzerland (650 hPa) and laboratory measurement in Leipzig, Germany (1000 hPa). The CCNC was operated

at Q=0.5 L min−1 and p≈1020 hPa unless mentioned otherwise. The dotted and dashed black lines are mean calibration lines (see text).
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Fig. 6. Thermal resistance derived from four CCNC calibration ex-

periments with ammonium sulfate aerosol at different pressures and

flow rates (MZ05, MZ10, JF08, JF05, cf. Table 2) by fitting the

CCNC flow model of Lance et al. (2006).

3.5 Application of the CCNC flow model

Lance et al. (2006) have presented a flow model describ-

ing the dependence of Seff on temperature, pressure, and

flow rate in the CCN counter. According to this model, the

water vapor supersaturation in the CCNC increases linearly

with the temperature gradient and equals zero at 1T=0. As

shown in Fig. 5, however, the experimentally determined cal-

ibration lines of Seff vs. 1T generally do not intercept the

x-axis at 1T=0. Instead, the calibration lines obtained at

Q=0.5 L min−1 and 900–1020 hPa intercepted the x-axis at

an offset around 1 K, and those obtained at 650 hPa at 1.5–

2.3 K. The 1T offset values of calibration lines determined

under other conditions (not included in Fig. 5) were: 1.3–

1.5 atQ=0.8 L min−1 and 650 hPa; 1.9–2.2 K at 1.0 L min−1

and ∼1000 hPa. To make the model applicable to our experi-

mental results, we have subtracted the offset values (1T0) as

detailed in Sect. 2.4.

Four calibration experiments performed at different loca-

tions, altitudes and flow rates (cf. Table 2; MZ05, MZ10,

JF05, JF08) were used to determine the thermal resistance

(RT ) of our CCN instrument as suggested by Lance et

al. (2006) but using the Köhler model VH4 rather than the

Köhler model VH4.b, which had been used by Lance et al.

Figure 6 shows the calculated values of RT plotted against

1T . The RT values exhibit substantial deviations between

different calibration experiments and operating conditions.

Especially at low 1T , we obtained also strongly negative

values of RT , which are physically not realistic because they

would correspond to thermal efficiencies >100% (indicat-

ing that the temperature gradient inside the column would

be larger than outside). Most likely, these RT values were

affected by non-idealities, which also caused the non-linear
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Table 2. Calibration experiments used to test the CCNC flow model: experimental conditions and parameters of the linear calibration

function.

name date location p Q T1 slope ks intercept S0

[hPa] [L min−1] [K] [% K−1] [%]

MZ05 19 Dec 2005 Mainz, lab 1023 0.5 298.9 0.0802 –0.0945

MZ10 23 Dec 2005 Mainz, lab 1021 1.0 298.4 0.1608 –0.3515

JF08 8 Feb 2007 Jungfraujoch, field 650 0.8 299.3 0.0804 –0.1111

JF05 10 Feb 2007 Jungfraujoch, field 650 0.5 301.6 0.0490 –0.0760

HP05 11 Jan 2006 Hohenpeissenberg, field 902 0.5 298.3 0.0645 –0.0604

dependence of Seff on 1T observed at low 1T . Thus only

the RT values determined at 1T≥3 K were used to calcu-

late an arithmetic mean of 0.24 K W−1, which can be taken

as the effective thermal resistance of our CCNC unit. Note,

however, that the effective thermal resistance determined as

suggested by Lance et al. (2006) and outlined above depends

on the applied Köhler model. Using the VH4.b Köhler model

as applied by Lance et al. (2006), we obtained an average

RT value of 1.78 K W−1 for our CCNC column, which is

still lower than but closer to the value reported by Lance et

al. (2006) for their instrument (3.4 ± 0.5 K W−1). As dis-

cussed below (Sect. 3.7), different Köhler models can yield

substantially different results, and the Seff values predicted

with CCNC flow models using effective thermal resistances

that have been determined with different Köhler models can

vary accordingly.

Using the flow model with RT =0.24 K W−1 and with

a standard temperature offset of 1T0=1 K as described in

Sect. 2.4, we have calculated model calibration lines for the

exemplary flow conditions listed in Table 2 and compared

them to the experimental calibration data obtained with the

Köhler model VH4. As illustrated in Fig. 7, the model lines

agree fairly well with the experimentally determined data –

also for the experiment HP05, which had not been included

in the determination of RT . The relatively high uncertainty

ofRT (Fig. 6: variability ≫100%) appears to have only a rel-

atively weak influence on the performance of the flow model.

At high supersaturation, the relative deviations between

the flow model and measurement data of Seff were on av-

erage +2% for MZ05, +3% for JF08, +6% for JF05, and

+8% for HP05. At low supersaturation (<0.1%), however,

the deviations increased up to 42% (relative). Obviously, the

non-idealities and non-linear dependence of Seff on 1T ex-

perimentally observed at low 1T cannot be captured with

the flow model that predicts a linear dependence.

For the MZ10 experiment performed at Q=1.0 L min−1,

the modeled Seff values were on average by a factor of ∼2

too high when using1T0=1 K, but the relative deviations de-

creased to ∼20% when a more realistic offset of 1T0=2 K

was used instead. The strong influence of 1T0 severely lim-

its the applicability of the flow model for the extrapolation of

experimental calibration results to different operating con-
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Fig. 7. Measured and modeled CCNC calibration lines obtained

with ammonium sulfate aerosol under different operating conditions

as detailed in Table 2. The circles are the effective supersaturation

values calculated from measured dry particle activation diameters,

and the lines are the corresponding flow model results (solid lines

with 1T0=1 K, dotted line with 1T0=2 K).

ditions. As outlined above, 1T0 has to be determined em-

pirically and can vary substantially between different CCNC

operating conditions, especially at high flow rates and low

pressures (see Fig. 5d).

3.6 Dependence of supersaturation on temperature, pres-

sure, and flow rate

As shown above, the relation between Seff and 1T depends

on T1, p, and Q. Here we characterize and compare these

dependences as observed in calibration experiments at dif-

ferent temperatures, pressures, and flow rates with the re-

sults of CCNC flow model calculations (cf. Sects. 2.4 and

3.5). To investigate the dependence of Seff on T1, we used all

calibration lines measured at a flow rate of 0.5 L min−1 and

∼1000 hPa to calculate Seff at 1T =5 K, which corresponds

to an inner-column temperature gradient of ∼8 K m−1 (sub-

traction of 1T0≈1 K and division of 1T ∗≈4 K by the col-

umn length of 0.5 m; cf. Sect. 2.4). When plotted against

T1 (Fig. 8a), the experimentally determined Seff values ex-

hibit a near linear decreasing trend with an average slope
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Fig. 8. Dependence of the effective supersaturation in the CCNC on

(a) T1, (b) pressure (p), (c) flow rate (Q). The data points are Seff

values calculated from all recorded ammonium sulfate calibration

lines (cf. Fig. 5) at 1T=5 K. The solid lines are linear fits to the

data points and the dashed lines are the Seff values predicted by the

CCNC flow model with RT=0.24 K W−1.

of 1Seff/1T1=−0.0057% K−1. The observed dependence

agrees fairly well with flow model calculations for the same

conditions (Q=0.5 L min−1, p=1020 hPa, and 1T=5 K)

yielding a slope of 1Seff/1T1=−0.0048% K−1. Both val-

ues are of similar magnitude but somewhat higher than the

−0.0034% K−1 calculated by Roberts and Nenes (2005) for

an inner-column temperature gradient of 8.3 K m−1. Note,

however, that the observed variability of Seff at T1≈299 K

was of similar magnitude as the observed and modeled dif-

ferences between 296 K and 303 K.

Figure 8b illustrates the dependence of Seff on pressure.

All calibration lines presented in Fig. 5 were used to cal-

culate the effective supersaturation at 1T=5 K, and the ob-

tained values were plotted against pressure. The observed

near-linear increase of Seff with p was 0.037% per 100 hPa

at Q=0.5 L min−1, which is of similar magnitude as the flow

model result (0.031% per 100 hPa) and the value reported by

Roberts and Nenes (2005) (1Seff/1p=+0.03% per 100 hPa

for 0.5 L min−1 and 8.3 K m−1).

Figure 8c shows the dependence of Seff on the flow rate of

the CCNC. All calibration lines measured at ∼1020 hPa and

∼650 hPa were used to calculate Seff at1T=5 K, and the ob-

tained values were plotted against Q. The observed increase

of Seff with Q was 0.029% per 0.1 L min−1 at sea level, and
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Fig. 9. Dependence of effective supersaturation on temperature

(T1), pressure (p), and flow rate (Q) in the CCNC averaged over

all calibration experiments with ammonium sulfate aerosol. Every

data point corresponds to the slope of a linear fit to all values of

1Seff/Seff at a given 1T plotted against T1, p, or Q, respectively.

1Seff/Seff is the relative deviation between Seff from an individ-

ual calibration line and the mean value of Seff for all calibrations

performed at Q=0.5 L min−1 and p≈1020 hPa (black triangles) or

650 hPa (blue triangles), respectively. The dashed lines are first-

order exponential decay fit functions.

0.042% per 0.1 L min−1 at high altitude. The model slopes

were 1Seff/1Q=+0.061% per 0.1 L min−1 at 1020 hPa and

1Seff/1Q=+0.038% per 0.1 L min−1 at 650 hPa, respec-

tively. The corresponding value reported by Roberts and

Nenes (2005) was 1Seff/1Q=0.06 % per 0.1 L min−1 for

1000 hPa and 8.3 K m−1, which is the same as we obtained

with the CCN flow model, but significantly higher than what

we determined experimentally.

Figure 9 illustrates the observed average relative change

of supersaturation (1Seff/Seff) caused by changes of column

top temperature, pressure, and flow rate as a function of1T .

The relative decrease of Seff with increasing T1 was ∼2%

K−1 at high 1T and decayed near-exponentially to ∼0.5%

K−1 at 1T =2 K (Fig. 9a). The relative increase of Seff with

increasing p was ∼1% per 10 hPa at high1T and grew near-

exponentially to ∼2.3% per 10 hPa at 1T =2 K (Fig. 9b). At

high 1T the relative increase of Seff with increasing Q was

∼15% per 0.1 L min−1 for the measurements at p≈1020 hPa

and ∼25% per 0.1 L min−1 at p≈650 hPa (Fig. 9c). For

the 650 hPa measurements, the deviation increased with

decreasing 1T to up to ∼30% per 0.1 L min−1 at 1T =2 K,

but for the measurements at ∼1020 hPa it decreased to almost
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Fig. 10. Critical supersaturations (Sc) calculated for ammonium

sulfate and sodium chloride particles with dry particle mass equiva-

lent diameters (Ds ) in the range of 20–200 nm using selected Köhler

models from Table 3 with high (blue), intermediate (black), and low

(red) Sc (298.15 K).

–30% per 0.1 L min−1 at 1T =2 K. This divergence confirms

that CCN measurements at low 1T and Seff, respectively,

require careful experimental calibration, and that the possi-

bilities for extrapolation to different operating conditions are

limited.

3.7 Deviations between different Köhler models

To characterize the influence of different Köhler modeling

approaches on the CCNC calibration and measurement data

analysis, we have calculated critical supersaturations (Sc) for

ammonium sulfate and sodium chloride particles in the size

range of 20–200 nm with a range of Köhler models and pa-

rameterizations/approximations of aqueous solution proper-

ties that are frequently used in CCN studies.

According to different mathematical formalisms, which

are mostly determined by the underlying representation

of water activity, we distinguish between activity param-

eterization (AP), osmotic coefficient (OS), van’t Hoff fac-

tor (VH), effective hygroscopicity parameter (EH), and an-

alytical approximation (AA) models. Detailed informa-

tion about the used Köhler models can be found in Ap-

pendix A. An overview of the tested models and parame-

terizations is given in Table 3, and the results are summa-

rized in Figs. 10 and 11. A table of Sc vs. Ds calculated

with the different models is provided in the online supple-

mentary material (http://www.atmos-chem-phys.net/8/1153/

2008/acp-8-1153-2008-supplement.sip).

3.7.1 Effects of solution density and surface tension

For the CCN activation of the salt particles investigated in

this study, different parameterizations and approximations of

aqueous solution density (ρsol) and surface tension (σsol) had

only a small influence on the critical supersaturation.

Fig. 11. Relative deviations of Sc values calculated with different

Köhler models as listed in Table 3 relative to the AP3 model for (a)

ammonium sulfate and (b) sodium chloride (298.15 K).

In the AP3 model for ammonium sulfate, Sc decreased

by less than 0.3% (relative) when volume additivity was as-

sumed to calculate ρsol (AP3.a) instead of using the exper-

imental parameterization of Tang and Munkelwitz (1994).

Using the density of pure water to approximate ρsol (AP3.b)

lowered the supersaturation by up to ∼1% (relative). Ap-

proximating σsol by a temperature-dependent parameteri-

zation for pure water (AP3.c) or by a constant value of

0.072 N m−1 (AP3.d) reduced Sc by up to 1.3% or 1.8% (rel-

ative), respectively.

The influence of ρsol and σsol on Sc was most pronounced

for small particle diameters (high solute molalities). For

large particles, the approximations of ρsol and σsol had no sig-

nificant influence on Sc. Similar results were obtained when

using different parameterizations of solution density and sur-

face tension in other types of Köhler models (OS, VH, EH)

for ammonium sulfate.

For sodium chloride, the relative deviations in Sc caused

by different parameterizations of solution density and surface

tension were even smaller than for ammonium sulfate. The

maximum deviations relative to AP3 were –0.1% for AP3.a,

–0.4% for AP3.b, –0.6% for AP3.c, and –1% for AP3.d.

Overall, the model deviations caused by different parame-

terizations and approximations for solution density and sur-

face tension were smaller than the characteristic statistical
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Table 3. Overview of the Köhler models described in Appendix A and compared in Sects. 3.7 and 3.8 (AS=ammonium sulfate; SC=sodium

chloride).

model Köhler equation solution density surface tension water activity representation

Activity parameterization (AP) models

AP1 Eq. (A14) Eq. (A9) Eq. (A12) Eq. (A7)a,b

AP2 Eq. (A14) Eq. (A10) Eq. (A12) Eq. (A8)c

AP3 Eq. (A14) Eq. (A9) Eq. (A12) AIMd

AP3.a Eq. (A14) Eq. (A10) Eq. (A12) AIMd

AP3.b Eq. (A14) ρw Eq. (A12) AIMd

AP3.c Eq. (A14) Eq. (A9) σw AIMd

AP3.d Eq. (A14) Eq. (A9) 0.072 N m−1 AIMd

Osmotic coefficient (OS) models

OS1 Eq. (A14) Eq. (A9) Eq. (A12) Eq. (A15),(A16)e

OS2 Eq. (A14) Eq. (A9) Eq. (A12) Eq. (A15),(A17)f

Van’t Hoff factor (VH) models

VH1 Eq. (A14) Eq. (A9) Eq. (A12) Eqs. (A18), (A25)g, (A26)h

VH2 Eq. (A20) Eq. (A9) Eq. (A12) Eqs. (A25)g, (A26)h

VH3 Eq. (A21) Eq. (A9) Eq. (A12) Eqs. (A25)g, (A26)h

VH4 Eq. (A22) ρw σw Eqs. (A25)g, (A26)h

VH4.a Eq. (A22) ρw σw AS: is=2.2, SC: is=2

VH4.b Eq. (A22) ρw σw AS: is=3

Effective hygrosocopicity parameter (EH) model

EH1 Eq. (A30) Eq. (A9) Eq. (A12) AS: κ=0.61i, SC: κ=1.28i

Analytical approximation (AA) models

AA1 Eq. (A31) ρw σw AS: is=2.2, SC: is=2

AA1.a Eq. (A31) ρw σw AS: is=3

AA2 Eq. (A32) ρw σw AS: κ=0.61i, SC: κ=1.28i

a Tang and Munkelwitz (1994), b Tang (1996), c Kreidenweis et al. (2005), d Clegg et al. (1998a, b), e Pitzer and Mayorga (1973), f Brechtel

and Kreidenweis (2000), g Low (1969), h Young and Warren (1992), i Petters and Kreidenweis (2007)

uncertainties of field measurements (±5–7%). Nevertheless,

they can exceed the statistical uncertainty of laboratory ex-

periments (±1%, see Table 4) and should not be neglected in

studies aiming at high accuracy.

3.7.2 Effects of water activity representation

According to Clegg and Wexler (2007), the uncertainty

of water activity calculations with the Aerosol Inorganics

Model (AIM, http://www.aim.env.uea.ac.uk/aim/aim.html;

Clegg et al., 1998a, b) for dilute aqueous solutions of ammo-

nium sulfate and sodium chloride is only 10−6–10−5, and the

AIM can be regarded as an accurate reference for the param-

eterization of water activity in Köhler model calculations.

Figure 11a shows the relative deviations of Sc for ammo-

nium sulfate particles calculated with different Köhler mod-

els relative to the AIM-based activity parameterization model

AP3.

As expected, the results of the osmotic coefficient model

OS1 were nearly identical to AP3 (relative deviations

<0.2%), because both models are based on similar ion-

interaction approaches. The results of the OS2 model, which

is based on a simplified ion-interaction approach, were also

near-identical at low Sc but deviated by up to +3% at high

Sc, i.e., for small particles and high solute molality in the

droplet with the critical wet particle diameter (Ds≈20 nm,

µs≈0.3 mol kg−1, Dwet,c≈75 nm).

The results of the van’t Hoff factor model VH4 were

nearly identical to AP3 at high Sc, but ∼2% higher at low

Sc, i.e., for large particles and low solute molality in the

droplet with the critical wet particle diameter (Ds=200 nm,

µs≈0.006 mol kg−1, Dwet,c≈2.7 µm).

The results of VH1 and VH2 were near-identical to VH4

(rel. dev. <1%), but VH3 was about 2.5% higher at high Sc
(not shown in Fig. 11). This deviation of VH3 is due to the

simplifying assumption that the contribution of the solute to

the total mass of the droplet is negligibly small, which is not

really the case for small Ds and Dwet,c. This simplifying as-

sumption is also made in VH4, but there it is compensated by

approximating the density of the ammonium sulfate solution

with the density of water.

The results of the VH4.a model assuming a constant van’t

Hoff factor is=2.2 were similar to AP3 at high Sc, but they

deviated by up to +12% at low Sc. Model VH4.b assuming

is=3 deviated by –4% at low Sc and by –16% at high Sc.
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The effective hygroscopicity parameter model (EH) devi-

ated from AP3 by +5% at low Sc and by –8% at high Sc.

Note that the constant κ-value of 0.61 assumed in EH1 is

equivalent to a constant van’t Hoff factor of 2.52.

The water activity parameterization models AP1 and AP2

yielded much higher Sc values than AP3. The relative devi-

ations ranged from +18% and +21%, respectively, at low Sc
to +8% at high Sc.

The analytical approximation model (AA) with is=2.2

(AA1) was nearly identical to the AP2 model, deviating by

+7% to +21% from AP3. The deviations of AA1.a with is=3

were smaller but still substantial (–9% to +4% relative from

AP3).

Overall, only the models OS1, OS2 and VH1 to VH4 ex-

hibited deviations from AP3 that were smaller than the statis-

tical measurement uncertainty (∼2%, Table 4), and the devi-

ations of the EH1 model were of similar magnitude as the

variability of calibrations in field measurement campaigns

(up to ∼10%, Table 4).

Figure 11b shows the relative deviations of Sc for sodium

chloride particles calculated with different Köhler models

relative to the AIM-based activity parameterization model

AP3.

Again, the results of the osmotic coefficient model OS1

were nearly identical to AP3 (relative deviations <0.3%),

and the OS2 model exhibited substantial deviations only at

high Sc (up to +1% relative). The deviations of the EH1

model did also not exceed the statistical measurement un-

certainty of ∼2%. The relative deviations of the other tested

models ranged from –5% for AP1 at high Sc to +7% for AA1

at low Sc, which is still less pronounced than the deviations

found for (NH4)2SO4 (–16% to +21% rel.).

In any case, the model deviations caused by different pa-

rameterizations and approximations of water activity were

much larger than the deviations related to solution density

and surface tension. Test calculations with the AP3 model

showed that deviations of water activity by 10−5 (10−4) cor-

respond to relative changes of critical supersaturation on the

order of 0.06–2% (0.6–20%) for the investigated dry particle

diameter range of 20–200 nm (largest deviations at large Ds
and Dwet,c corresponding to low µs).

Provided that the relative uncertainty of water activities

calculated with the AIM is indeed as low as 10−6–10−5, only

Köhler models that are based on the AIM (such as AP3)

or that yield very similar results (such as OS1, OS2, VH4)

should be used for CCNC calibration and other investigations

involving the CCN activation of (NH4)2SO4 and NaCl.

3.7.3 Temperature effects

To test the influence of temperature, we have calculated Sc
for ammonium sulfate particles with the AP3 model not only

at 298.15 K but also at 303.15 K (and 308.15 K). The tem-

perature change had hardly any influence on the AIM-based

parameterization of water activity (rel. change of aw<10−5),

but the Kelvin term and Sc changed by about –4% (relative)

for all investigated particle sizes (–8% at 308.15 K). Similar

results were obtained with the other Köhler models.

The effect of temperature on Köhler model calculations of

Sc (relative change approx. –1% K−1) is of similar magni-

tude as the experimentally observed and CCNC flow model-

derived dependences of Seff on T1 (–0.5%K−1 to –2% K−1;

Sect. 3.6, Figs. 8a and 9a).

Clearly, the temperature is one of the most important influ-

encing factors not only for the experimental performance of

the CCNC (reproducibility of CCN efficiency spectra), but

also for the Köhler model calculations used to convert the

measured activation diameters into effective water vapor su-

persaturations.

As outlined in Sect. 2.1, CCN activation is assumed to oc-

cur in the first half of the CCNC flow column, where the col-

umn temperature increases from T1 to T2 (T2≈T1+1T/2).

Neither the instrument manual nor Roberts and Nenes (2005)

or Lance et al. (2006), however, have specified explicitly

which temperature should be regarded as the effective tem-

perature to be inserted in Köhler model calculations for in-

strument calibration. In this study we have taken T1, which

represents a lower limit for the effective temperature in the

CCNC column.

According to the instrument’s operating principles, the ac-

tual temperature increase along the centerline of the aerosol

flow is smaller than the increase of column temperature.

Nevertheless, 1T/2 can be regarded as an upper limit for

deviations of the effective temperature in the CCNC from

T1. In this study the maximum values of 1T and 1T/2

were 17 K and 8.5 K, respectively, which corresponds to a

maximum relative deviation (bias) of Seff by about –7%. In

practice and at lower 1T , the deviations should be smaller.

3.8 CCN activation of ammonium sulfate and sodium chlo-

ride particles: consistency of experimental results and

model calculations

To test the consistency of experimental results and model cal-

culations for the CCN activation of different substances, cal-

ibration experiments have been performed with (NH4)2SO4

and with NaCl under near-identical laboratory conditions.

Exemplary calibration lines (Seff vs. 1T ) obtained with

the different aerosols and with different Köhler models are

shown in Fig. 12.

The (NH4)2SO4 and NaCl calibration lines obtained with

the AP3 model ((NH4)2SO4-AP3, NaCl-AP3) and with mod-

els yielding similar results for both salts (OS1, OS2, VH4)

were in good agreement when no shape correction was ap-

plied to the measured NaCl activation diameters (Fig. 12a;

relative deviations 1–3% at Seff>0.3%).

If, however, a dynamic shape factor of 1.08, which is

widely used to account for cubic shape of NaCl particles

(e.g., Krämer et al., 2000; Gysel et al., 2002; Mikhailov et al.,

2004), was applied to correct the measured NaCl activation
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Fig. 12. Calibration lines of effective supersaturation (Seff) vs. tem-

perature difference (1T ) obtained from experiments with ammo-

nium sulfate and sodium chloride particles under equal conditions

(Q=(0.5±0.001) L min−1, p=(999±6) hPa, T1=(299.6±0.05) K):

(a) without particle shape correction (χ=1.0), (b) with χ=1.0 for

(NH4)2SO4 and χ=1.08 for NaCl, (c) with χ=1.02 for (NH4)2SO4

and size dependent χ (Biskos et al., 2006) for NaCl. The data points

were calculated from measured dry particle activation diameters us-

ing different Köhler models (AP1, AP3; Table 3); the lines are linear

fits.

diameters, the Seff values of NaCl-AP3 were 7–23% (rela-

tive) higher than those of (NH4)2SO4-AP3 (Fig. 12b).

When the shape factors proposed by Biskos et al. (2006)

were applied (1.02 for (NH4)2SO4, size-dependent factor

between 1.08 and 1.24 for NaCl), the Seff values of NaCl-

Fig. 13. Calibration lines of effective supersaturation (Seff) vs. tem-

perature difference (1T ) obtained from experiments with ammo-

nium sulfate and sodium chloride particles under equal conditions

(Q=(0.5±0.001) L min−1, p=(998±3) hPa, T1=(297.9±0.5) K). In

these experiments the particles were generated with an alternative

method (diffusion drying instead mixing with dry air). The data

points were calculated from measured dry particle activation diam-

eters using the AP3 Köhler model; the lines are linear fits.

AP3 were 17–30% higher than those of (NH4)2SO4-AP3

(Fig. 12c). In this case, however, the (NH4)2SO4 and NaCl

calibration lines obtained with the AP1 model were in good

agreement (relative deviations ∼2% at Seff>0.15%). Similar

results were obtained with AP2.

The changes of Seff caused by NaCl particle shape correc-

tion (6–18%) clearly exceeded the statistical measurement

uncertainties of 1–2%. They indicate that the shape and mi-

crostructure of calibration aerosol particles can strongly in-

fluence the calibration of a CCNC.

Under the assumption that the AIM-based Köhler model

AP3 can be regarded as accurate and that there is no artificial

bias between the calibration experiments with (NH4)2SO4

and with NaCl, the above results indicate that both the

(NH4)2SO4 and NaCl particles were more or less compact

spheres (χ≈1) or had at least very similar dynamic shape

factors. Alternatively, the results would indicate an incon-

sistency between the AIM-based water activity parameteri-

zations for (NH4)2SO4 and NaCl.

Usually, NaCl aerosol particles generated by nebulization

of an aqueous solution are assumed to be of near-cubic shape.

Earlier investigations based on HTDMA experiments and

electron microscopy, however, had already shown that the

shape and microstructure of NaCl particles depend strongly

on the drying conditions and relative humidity to which they

are exposed (Mikhailov et al., 2004). NaCl particles gen-

erated by nebulization were found to be near-spherical after

conditioning at relative humidities close to but below the del-

iquescence threshold (∼75% RH).
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Following up on the interactive public dis-

cussion of this manuscript in ACPD (http:

//www.atmos-chem-phys-discuss.net/7/8193/2007/

acpd-7-8193-2007.html), we have performed additional test

experiments in which we have systematically varied the

conditions of aerosol generation. As described in Sect. 2.2,

the salt particles for all calibration experiments reported

above had been generated by the mixing of nebulized salt

solution droplets with an excess of dry air (rapid quenching

to <15% RH). In the additional test experiments, the

nebulized salt solution droplets were instead dried with a

silica gel diffusion drier (gradual drying to<5% RH). Under

these conditions, the Seff values obtained from the NaCl

activation diameters with the NaCl-AP3 model were 6–7%

lower than those obtained from the (NH4)2SO4 activation

diameters with the (NH4)2SO4-AP3 model. After correction

of the NaCl activation diameters with a shape factor of

1.08, however, the (NH4)2SO4 and NaCl calibration lines

obtained with the AP3 model were in good agreement

(Fig. 13; relative deviations <1% at Seff>0.1%).

These results support the consistency of the AIM-based

water activity parameterizations for dilute aqueous solutions

of (NH4)2SO4 and NaCl, and they indicate inconsistencies

between the widely used parameterizations applied in the

Köhler models AP1 and AP2, which are based on the extrap-

olation of electrodynamic balance (EDB) and hygroscopicity

tandem differential mobility analyzer (HTDMA) measure-

ment data (Tang, 1996; Tang and Munkelwitz, 1994; Krei-

denweis, 2005). In any case, they demonstrate that the condi-

tions of particle generation and the shape and microstructure

of NaCl particles are critical for their application in CCN ac-

tivation and CCNC calibration experiments. Further system-

atic investigations of the dependence of NaCl aerosol particle

shape and microstructure on particle generation and condi-

tioning are under way and will be presented and discussed in

detail elsewhere.

4 Summary and conclusions

Table 4 summarizes the CCNC calibration and measurement

uncertainties determined in this study. Under stable oper-

ating conditions, the effective water vapor supersaturation

(Seff) in the DMT-CCNC can be adjusted with high precision.

The relative standard deviations of repeated measurements in

laboratory experiments were as low as ±1% for Seff>0.1%.

During field measurements, however, the relative variability

increased to about ±5%, which is mostly due to variations of

the CCNC column top temperature (T1) with ambient tem-

perature.

According to the instrument operating principles,

Seff is controlled not only by the temperature differ-

ence between the top and bottom of the flow column

(1T ), but also by the absolute temperature, pressure (p),

and aerosol flow rate (Q). The observed dependence

can be described by the following gradients: (1Seff

/Seff)/1T1 ≈–2% K−1 at p≈1020 hPa and Q=0.5 L min−1;

(1Seff/Seff)/1p≈+0.1% hPa−1 at Q=0.5 L min−1 and

T1≈299 K; and (1Seff/Seff)/1Q≈+0.15% (mL min−1)−1 at

p≈1020 hPa and T1≈299 K.

At high supersaturations (Seff>0.1%), the experimental

data points agreed well with a linear calibration function of

Seff vs. 1T (relative deviations ≤3%). At Seff<0.1%, how-

ever, the calibration line deviated by up to ∼40% from ex-

perimental data points, indicating that in this range Seff does

not linearly depend on 1T and special care has to be taken

to obtain reliable measurements. Besides careful calibration,

it may be beneficial to operate the CCNC at particularly low

flow rates (<0.5 L min−1) to achieve high precision at low

Seff.

After the subtraction of a constant temperature offset and

the derivation of an instrument-specific thermal resistance

parameter (RT≈0.24 K W−1), the experimental calibration

results could be fairly well reproduced by the CCNC flow

model of Lance et al. (2006). At Seff>0.1% the relative de-

viations between flow model and experimental results were

mostly less than 10%. At Seff≤0.1%, however, the de-

viations exceeded 40%, which can be attributed to non-

idealities which also cause the near-constant temperature off-

set. Therefore, we suggest that the CCNC flow model can

be used for extrapolating the results of experimental calibra-

tions to different operating conditions, but should generally

be complemented by calibration experiments performed un-

der the relevant conditions – especially at low Seff.

In the course of several field and laboratory measurement

campaigns extending over a period of about one year, we

found a systematic decrease of the slope of the calibration

line by about 10% which could not be reversed by standard

cleaning procedures and may require a full refurbishing of

the instrument to be reversed. In any case, we recommend

careful and repeated calibration experiments during every

field campaign to ensure reliable operation and to obtain rep-

resentative uncertainty estimates for the CCN measurement

data.

Besides experimental variabilities, Table 4 also summa-

rizes calibration and measurement uncertainties related to

data analysis and Köhler model calculations.

If the influence of doubly charged particles is not taken

into account in the fitting of CCN efficiency spectra, the dry

particle activation diameter can be underestimated, and the

effective supersaturation can be overestimated by up to ∼3%.

The transfer function of the differential mobility analyzer

used to generate monodisperse calibration aerosols affected

Seff by less than 1% (relative). Moreover, the effective tem-

perature of CCN activation in the instrument may be higher

than the column top temperature (T1), which was used for

Köhler model calculations. This can lead to a bias in Seff of

up to about –5%. Note that the above percentages refer to the

range of operating conditions tested in this study; the uncer-

tainties may change under different experimental conditions.
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Table 4. Overview of characteristic calibration and measurement uncertainties affecting the effective supersaturation in the CCNC (for

Seff>0.1%): statistical uncertainties are characterized by observed relative standard deviations (preceded by “±”); systematic errors are

characterized by observed/calculated maximum relative deviations (preceded by a sign indicating the direction of bias, if known).

source of uncertainty/bias characteristic relative

deviation of Seff (%)

Measurement precision in single experiment (hours) ±1

Variability of conditions in single field campaign (weeks) ±5

Long-term changes of instrument properties (months) –10

CCNC flow model extrapolations (T1, p) 10

Doubly charged particles +3

DMA transfer function <1

Effective temperature of CCN activation (T1, T2) –5

Solution density approximation –1

Surface tension approximation –2

Water activity representation for (NH4)2SO4 –16 to +21

Water activity representation for NaCl –5 to +9

Particle shape correction for NaCl up to 18

Different ways of calculating or approximating solution

density and surface tension in the Köhler models can lead

to relative underestimations of Seff which are small (up to

–1% and –2%, respectively), but not negligible with regard

to measurement precision under stable operating conditions.

Large deviations were caused by the different parameteri-

zations for the activity of water in dilute aqueous solutions of

the two salts (Appendix A), with water activity differences on

the order of ∼10−4 corresponding to supersaturation differ-

ences on the order of ∼10% (relative). For the relevant range

of water vapor supersaturation (0.05–2%) and solute molality

(∼0.003–0.3 mol kg−1), the relative deviations from a refer-

ence model based on the Aerosol Inorganics Model (AIM)

were in the range of –16% to +21% for (NH4)2SO4 and –5%

to +9% for NaCl.

Provided that the AIM can be regarded as an accurate

source of water activity data for highly dilute solutions of

(NH4)2SO4 and NaCl, only Köhler models that are based

on the AIM or yield similar results should be used in CCN

studies involving these salts and aiming at high accuracy (Ta-

ble 3). Concentration-dependent osmotic coefficient mod-

els (OS1, OS2) and van’t Hoff factor models (VH1–VH4)

were found to agree well with the AIM-based model (AP3);

models based on widely used water activity parameteriza-

tions derived from electrodynamic balance and hygroscopic-

ity tandem differential mobility analyzer measurement data

(AP1, AP2), however, deviated strongly. Concentration-

independent van’t Hoff factor models (VH4.a, VH4.b), ef-

fective hygroscopicity parameter models (EH1), and analyt-

ical approximation models (AA1, AA2) generally exhibited

a trend from positive deviations at low Seff to negative devi-

ations at high Seff (Fig. 11).

In any case, we suggest that CCN studies should always

report exactly which Köhler model equations and parameters

were used, in order to ensure that the results can be properly

compared.

Experiments with (NH4)2SO4 and NaCl aerosols showed

that the conditions of particle generation and the shape and

microstructure of NaCl particles are critical for their appli-

cation in CCN activation and CCNC calibration experiments

(relative deviations up to 18%). The measurement and model

results indicate that NaCl particles generated by nebulization

of an aqueous salt solution can change from near-spherical to

cubic shape, depending on the drying processes.

Appendix A

Köhler theory and models

In this appendix, consistent and precise specifications and

distinctions of different types of Köhler models frequently

used to calculate critical supersaturations for the CCN ac-

tivation of ammonium sulfate and sodium chloride aerosol

particles will be presented. Model results and differences are

compared and discussed in Sects. 3.7 and 3.8.

A1 Basic equations and parameters

According to Köhler theory (Köhler, 1936; Pruppacher and

Klett, 1997; Seinfeld and Pandis, 1998), the condition neces-

sary for an aqueous solution droplet to be in equilibrium with

water vapor in the surrounding gas phase can be expressed as

follows (Kreidenweis et al., 2005; Koehler et al., 2006):

s = aw · Ke (A1)

The water vapor saturation ratio, s, is defined as the ratio of

the actual partial pressure of water to the equilibrium vapor
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pressure over a flat surface of pure water at the same tem-

perature. Expressed in percent, s is identical to the relative

humidity (RH), which is typically used to describe the abun-

dance of water vapor under sub-saturated conditions. Under

supersaturated conditions (s>1, RH>100%), it is customary

to describe the abundance of water vapor by the so-called su-

persaturation S, which is expressed in percent and defined

by:

S = (s − 1) · 100% (A2)

aw is the activity of water in the aqueous solution, and Ke

is the so-called Kelvin term, which describes the enhance-

ment of the equilibrium water vapor pressure due to surface

curvature.

Under the common assumption that the partial molar vol-

ume of water can be approximated by the molar volume of

pure water (Kreidenweis et al., 2005), the Kelvin term for a

spherical aqueous solution droplet with the diameter Dwet is

given by:

Ke = exp

(

4 σsolMw

R TρwDwet

)

(A3)

Mw and ρw are the molar mass and density of water (see

Table A1), and σsol is the surface tension of the solution

droplet. R and T are the universal gas constant and abso-

lute temperature, respectively. Deviations from this approx-

imation are generally negligible for the dilute aqueous so-

lution droplets formed by hygroscopic salts like ammonium

sulfate and sodium chloride at s≈1 (Brechtel and Kreiden-

weis, 2000; Kreidenweis et al., 2005). To describe aw and

σsol as a function of droplet composition, various types of

equations, parameterizations, and approximations have been

proposed and can be used as detailed below.

For a given type and mass of solute (dissolved substance),

a plot of s vs. Dwet generally exhibits a maximum in the re-

gion where s>1 and S>0. The saturation ratio and supersat-

uration at this maximum are the so-called critical saturation

sc and critical supersaturation Sc, respectively, which are as-

sociated with the so-called critical droplet diameter, Dwet,c.

Droplets reaching or exceeding this diameter can freely grow

by condensation of water vapor from the supersaturated gas

phase and form cloud droplets (Pruppacher and Klett, 1997;

Seinfeld and Pandis, 1998).

Aerosol particles consisting of soluble and hygroscopic

substances, such as ammonium sulfate and sodium chloride,

generally take up water vapor and already form aqueous so-

lution droplets at s<1 (hygroscopic growth). The ratio of the

droplet diameter, Dwet, to the diameter of a compact spheri-

cal particle consisting of the dry solute, Ds (mass equivalent

diameter of the dry solute particle), is defined as the (mass

equivalent) growth factor of the dry solute particle, gs :

gs =
Dwet

Ds
=
(

ρs

xsρsol

)
1
3

(A4)

Table A1. Density and molar mass at 298.15 K for the investigated

compounds.

H2O NaCl (NH4)2SO4

ρ [kg m−3] 997.1 2165 1770

M [kg mol−1] 0.0180153 0.0584428 0.1321395

xs is the mass fraction of the solute in the droplet, and ρs is

the density of the dry solute (cf. Table A1). Equations (A1),

(A3), and (A4) can be used to describe the hygroscopic

growth and CCN activation of aerosol particles (Dwet as a

function of s – or vice versa – for any given value of Ds), if

aw, ρsol, and σsol are known as a function of droplet compo-

sition, which is usually described by the solute mass fraction

xs , molality µs , or molarity cs .

The molality is defined as the amount of substance (num-

ber of moles) of solute, ns=msM−1
s , divided by the mass

of solvent, i.e., by the mass of water in an aqueous solution,

mw=nwMw. Ms is the molar mass of the solute (cf. Ta-

ble A1), ms is the mass of the solute, and nw is the amount

of substance (number of moles) of water in the solution.

The molarity is defined as the amount of substance divided

by the volume of the solution in units of mol L−1. Mass frac-

tion, molality, and molarity of the solute are related by:

µs =
xs

Ms (1 − xs)
=

ms

Ms mw
=

ns

Mw nw
=

π ρs D
3
s

6Ms nwMw

(A5)

cs =
xs ρsol

Ms

· 10−3 m3 L−1 (A6)

The scaling factor 10−3 m3 L−1 is required to relate the mo-

larity in mol L−1 to the other quantities, which are generally

given in SI units.

Depending on the types of parameterizations used to de-

scribe aw, ρsol, and σsol, different models can be used to cal-

culate the critical supersaturation Sc for any given value of

Ds . The different options considered and compared in this

study are outlined below and discussed in Sect. 3.7.

In the Köhler model calculations used for CCNC calibra-

tion, the experimentally determined critical dry particle di-

ameter Dc (i.e., the fit parameter Da , or a shape corrected

value as detailed in Sect. 2.3.1.4) was taken as the dry solute

mass equivalent diameterDs , corresponding to a solute mass

of ms=π/6 ρs D3
s . The CCNC column top temperature (T1)

was taken as the model temperature T .

A2 Activity parameterization (AP) models

For the activity of water in aqueous solution droplets of

(NH4)2SO4, NaCl, and other salts, Tang and Munkelwitz

(1994) and Tang (1996) have presented parameterizations

derived from electrodynamic balance (EDB) single particle
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Table A2. Polynomial coefficients used to calculate the water ac-

tivity with Eq. (A7) or (A8). The coefficients a1, a2, a3, and a4 for

(NH4)2SO4 and NaCl at 298 K are given in Tang and Munkelwitz

(1994) and in Tang (1996), respectively. The coefficients k1, k2, and

k3 are the Kelvin corrected values for (NH4)2SO4 and the Kelvin

and shape corrected values for NaCl, taken from Kreidenweis et

al. (2005).

water activity (NH4)2SO4 NaCl

parameters

a1 [kg mol−1] –2.715×10−3 –6.366×10−3

a2 [kg2 mol−2] 3.113×10−5 8.624×10−5

a3 [kg3 mol−3] –2.336×10−6 –1.158×10−5

a4 [kg4 mol−4] 1.412×10−8 1.518×10−7

k1 2.42848 5.78874

k2 –3.85261 –8.38172

k3 1.88159 3.9265

experiments as polynomial fit functions of solute mass per-

centage (100 xs):

aw = 1 +
∑

q

aq (100 xs)
q (A7)

The polynomial coefficients aq for (NH4)2SO4 and NaCl at

298 K are listed in Table A2.

An alternative parameterization of aw has been proposed

by Kreidenweis et al. (2005), who derived the following rela-

tion between aw and the growth factor of dry solute particles

(gs) determined in measurements with a hygroscopicity tan-

dem differential mobility analyzer (HTDMA):

gs =
Dwet

Ds
=
(

1 +
(

k1 + k2 aw + k3 a
2
w

) aw

1 − aw

)
1
3

(A8)

The coefficients k1, k2, and k3 for (NH4)2SO4 and NaCl are

listed in Table A2.

The water activity aw can be also calculated with the

Aerosol Inorganics Model (AIM, Pitzer-Simonson-Clegg

mole fraction based model; http://www.aim.env.uea.ac.uk/

aim/aim.html; Clegg et al., 1998a, b). For a variety of inor-

ganic substances, the solute molality can be calculated online

for prescribed aw values and the results can be downloaded in

form of a table. We ran the model for (NH4)2SO4 and NaCl

at 298.15 K and obtained for each salt a table of aw vs. µs
in the activity range of 0.9 to 0.9999 (100 equidistant steps

from 0.9 to 0.97, 300 steps of 0.0001 from 0.97 to 0.9999),

covering a molality range of ∼3 to ∼0.002 mol kg−1. The

used AIM output data are given in the online supple-

mentary material (http://www.atmos-chem-phys.net/8/1153/

2008/acp-8-1153-2008-supplement.zip).

Low (1969) provided a table of aw for ammonium sulfate

and sodium chloride for molality values of 0.1 to 6 mol kg−1.

For the calculation of Sc, however, this range of molalities is

insufficient and has to be extrapolated below 0.1 mol kg−1.

Table A3. Polynomial coefficients used to calculate the density of a

solution droplet using Eq. (A9). The coefficients d1, d2, d3, and d4

for (NH4)2SO4 and NaCl at 298 K are given in Tang and Munkel-

witz (1994) and in Tang (1996), respectively.

density (NH4)2SO4 NaCl

parameters

d1 [kg mol−1] 5.92×10−3 7.41×10−3

d2 [kg2 mol−2] –5.036×10−6 –3.741×10−5

d3 [kg3 mol−3] 1.024×10−8 2.252×10−6

d4 [kg4 mol−4] – –2.06×10−8

We have tested this approach with a third order polynomial

fit, but the results were very different from the parameteriza-

tions given above (deviations up to a factor of 2 in Sc) and

are not discussed any further.

For the density of aqueous solution droplets of (NH4)2SO4

and NaCl, and other salts, Tang and Munkelwitz (1994) and

Tang (1996) have also presented parameterizations of exper-

imentally determined values as polynomial fit functions of

solute mass percentage (100 xs):

ρsol = ρw +

[

∑

q

dq (100 xs)
q

]

· 103 kg m−3 (A9)

ρw is the density of pure water in kg m−3 (e.g., 997.1 kg m−3

at 298 K) and the coefficients for (NH4)2SO4 and NaCl at

298 K are listed in Table A3.

Under the assumption of volume additivity (partial molar

volumes of solute and solvent in solution are equal to molar

volumes of pure substances; Mikhailov et al., 2004), ρsol can

also be calculated by

ρsol =
(

1 − xs

ρw
+
xs

ρs

)−1

(A10)

The simplest parameterization of ρsol used in this study

was approximating it by the density of pure water, either with

a constant value of 997.1 kg m−3 or a temperature depen-

dent one. The temperature dependence of the density of pure

water can be described according to Pruppacher and Klett

(1997):

ρw =
A0 + A1 t + A2 t

2 + A3 t
3 + A4 t

4 + A5 t
5

1 + B t
(A11)

Here t is the temperature in ◦C (t=T−273.15 K) and the co-

efficients A0 to A5, and B are given in Table A4.

The deviations caused by using different parameteriza-

tions and approximations of ρsol turned out to be small, as

detailed in Sect. 3.7.

For the surface tension of aqueous salt solution droplets,

Seinfeld and Pandis (1998) proposed the following parame-

terization:

σsol = σw + γs · cs (A12)
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in which γs=2.17×10−3N m−1 L mol−1 for (NH4)2SO4 and

γs=1.62×10−3N m−1 L mol−1 for NaCl. σw is the surface

tension of pure water as detailed below, and cs is the mo-

larity of the solute. Alternative concentration-dependent

parameterizations (Hänel, 1976; Weast and Astle, 1982;

Chen, 1994; Gysel et al., 2002) exhibited only small devi-

ations in σsol in the concentration range of interest (<1% for

µs<1mol kg−1).

The simplest parameterization of σsol used in this study

was approximating it by the surface tension of pure water,

either with a constant value of 0.072 N m−1 or a temperature

dependent one. According to Seinfeld and Pandis (1998), the

temperature dependence of the surface tension of pure water

can be described by:

σw = 0.0761 N m−1−γt (T−273 K) (A13)

in which γt=1.55×10−4 N m−1 K−1.

Combination of Eqs. (A1), (A3), and (A4) leads to the fol-

lowing version of the Köhler equation, which was taken as

the basis for all activity parameterization (AP) model calcu-

lations:

s = aw exp

(

4 σsolMw

ρw R T gs Ds

)

(A14)

Depending on the applied type of water activity parameter-

ization, we distinguish three types of AP models: AP1 us-

ing the mass percentage-based parameterizations of Tang and

Munkelwitz (1994) and Tang (1996), AP2 using the growth

factor-based parameterizations of Kreidenweis et al. (2005),

and AP3 using the Pitzer-Simonson-Clegg mole fraction

based model AIM.

In AP1 model calculations, xs was taken as the primary

variable to calculate aw from Eq. (A7); ρsol from Eq. (A9)

with ρw from Eq. (A11); gs from Eq. (A4); σsol from

Eq. (A12) with σw from Eq. (A13) and cs from Eq. (A6); and

s from Eq. (A14) (base case AP1, Table 3). The maximum

value of s (critical saturation ratio, sc) was determined by the

variation of xs (numerical minimum search for –s with the

“fminsearch” function, Matlab software), and via Eq. (A2) it

was converted into the corresponding critical supersaturation

Sc.

In AP2 model calculations, aw was taken as the pri-

mary variable to calculate gs from Eq. (A8); ρsol from

Eq. (A10) with ρw from Eq. (A11); xs=ms/ (ms+mw),
and mw=π/6 ρwD3

s

(

g3
s−1

)

(volume additivity assump-

tion); σsol from Eq. (A12) with σw from Eq. (A13) and cs
from Eq. (A6); and s from Eq. (A14) (base case AP2, Ta-

ble 3). The maximum value of s (critical saturation ratio) was

determined by variation of aw (numerical minimum search

for –s with the ‘fminsearch’ function, Matlab software), and

via Eq. (A2) it was converted into the corresponding Sc.

In AP3 model calculations, xs was taken as the primary

variable to calculate µs from Eq. (A5) and aw by linear in-

terpolation of the tabulated data of aw vs. µs obtained from

the online AIM (see above); ρsol from Eq. (A9) with ρw from

Table A4. Coefficients used to calculate the density of water as a

function of temperature according to Eq. (A11) taken from Prup-

pacher and Klett (1997).

density parameters value

A0 [kg m−3] 999.8396

A1 [kg m−3 ◦C−1] 18.224944

A2 [kg m−3 ◦C−2] –7.92221×10−3

A3 [kg m−3 ◦C−3] –55.44846×10−6

A4 [kg m−3 ◦C−4] 149.7562×10−9

A5 [kg m−3 ◦C−5] –393.2952×10−12

B [◦C−1] 18.159725×10−3

Eq. (A11); gs from Eq. (A4); σsol from Eq. (A12) with σw
from Eq. (A13) and cs from Eq. (A6); and s from Eq. (A14)

(base case AP3, Table 3). The maximum value of s (criti-

cal saturation ratio, sc) was determined by the variation of

xs (numerical minimum search for –s with the ‘fminsearch’

function, Matlab software), and via Eq. (A2) it was converted

into the corresponding critical supersaturation Sc. In sensi-

tivity studies investigating the influence of various simplifi-

cations and approximations of the droplet density and sur-

face tension, individual parameterizations were exchanged

as detailed in Table 3, but the basic calculation procedure

remained unchanged (test cases AP3.a to AP3.d).

A3 Osmotic coefficient (OS) models

According to Robinson and Stokes (1959), the activity of wa-

ter in aqueous solutions of ionic compounds can be described

by:

aw = exp (−νs 8s µsMw) (A15)

νs is the stoichiometric dissociation number of the so-

lute, i.e., the number of ions per molecule or formula unit

(νNaCl=2, ν(NH4)2SO4
=3. 8s is the molal or practical osmotic

coefficient of the solute in aqueous solution, which deviates

from unity if the solution is not ideal (incomplete dissocia-

tion, ion-ion and ion-solvent interactions).

Based on an ion-interaction approach, Pitzer and Mayorga

(1973) derived semiempirical parameterizations, which de-

scribe 8s as a function of solute molality µs . The general

form for electrolytes dissociating into two types of ions is:

8s = 1 − |z1 z2|

(

A8

√
I

1 + b
√
I

)

+µs
2 ν1 ν2

νs

(

β0 + β1 e
−α

√
I
)

+ µ2
s

2 (ν1 ν2)
3
2

νs
C8 (A16)

ν1 and ν2 are the numbers of positive and negative ions

produced upon dissociation per formula unit of the so-

lute (νs=ν1+ν2); |z1| and |z2| are the numbers of el-

ementary charges carried by the ions: ν1= |z2| =2 and
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Table A5. Ion-interaction coefficients at 298.15 K used to calculate

the practical osmotic coefficients of ammonium sulfate and sodium

chloride in aqueous solution using Eq. (A16).

parameter (NH4)2SO4
a NaCla NaClb

β0 [kg mol−1] 0.0409 0.0765 0.1018

β1 [kg mol−1] 0.6585 0.2664 0.2770

C8 [kg2 mol−2] –0.0012 0.00127 0.00119

a Pitzer and Mayorga (1973); b Mokbel et al. (1997)

Table A6. Parameters of Ya , Yb, and Yc for ammonium sulfate and

sodium chloride taken from Brechtel and Kreidenweis (2000) used

in Eq. (A17).

Salt Ya [mol m−3] Yb [mol m−3] Yc [mol m−3]

(NH4)2SO4 321.3×10−3 80.3×10−3 8.93×10−3

NaCl 74.1×10−3 74.1×10−3 18.52×10−3

ν2= |z1| =1 for (NH4)2SO4; ν1=ν2= |z1| = |z2| =1 for

NaCl. The ionic strength is given by I=0.5µs
(

ν1 z
2
1+ν2 z

2
2

)

.

A8 is the Debye-Hückel coefficient which has the value

0.3915 (kg mol−1)1/2 for water at 298.15 K. The parameters

α and b are 2 (kg mol−1)1/2 and 1.2 (kg mol−1)1/2, respec-

tively. The coefficients β0, β1 and C8 depend on the chem-

ical composition of the solute and have been tabulated by

Pitzer and Mayorga (1973) for over 200 compounds (1:1,

1:2, and 2:1 electrolytes). For ammonium sulfate and sodium

chloride, at 298.15 K, the respective values and more recent

updates from Mokbel et al. (1997) are listed in Table A5. In

our model calculations we used the parameters of Pitzer and

Mayorga (1973). For the relevant conditions of CCN activa-

tion, the parameters of Mokbel et al. (1997) lead essentially

to the same Sc values (relative deviations <0.4%).

A more simplified form of Eq. (A16) was introduced by

Brechtel and Kreidenweis (2000):

8s = 1 −
A8

√
Ya c√

2 + b
√
Yb c

+ 2Yc c β0 (A17)

with the coefficient c=D3
s /
(

ρw
(

D3
wet−D3

s

))

. The parame-

ters A8, b, and β0 are the same variables used in Eq. (A16)

and are given above. The coefficients Ya , Yb, and Yc for am-

monium sulfate and sodium chloride are taken from Brechtel

and Kreidenweis (2000) and listed in Table A6.

Depending on the applied type of osmotic coefficient pa-

rameterization, we distinguish two types of OS models: OS1

using the parameterization of Pitzer and Mayorga (1973)

(Eq. A16), and OS2 using the parameterization of Brechtel

and Kreidenweis (2000) (Eq. A17).

The OS1 model calculations were performed in analogy

to the AP1 model calculations as detailed above (with xs
as the primary variable for the calculation of other param-

eters), except that aw was calculated from Eq. (A15) with

8s from Eq. (A16) and µs from Eq. (A5). The OS2 model

calculations were done in the same way as OS1 unless using

Eq. (A17) for parameterizing 8s .

A4 Van’t Hoff factor (VH) models

According to McDonald (1953) and the early cloud physics

literature, the activity of water in aqueous solutions of

ionic compounds can be described by the following form of

Raoult’s law, where the effects of ion dissociation and inter-

actions are represented by the so-called van’t Hoff factor, is :

aw =
nw

nw + is ns
=
(

1 + is
ns

nw

)−1

= (1 + is µsMw)
−1 (A18)

For strong electrolytes such as ammonium sulfate and

sodium chloride, the van’t Hoff factor is similar to the sto-

ichiometric dissociation number, and deviations of is from

νs can be attributed to solution non-idealities (incomplete

dissociation, ion-ion and ion-solvent interactions). The ex-

act relation between is and νs or 8s is given by equat-

ing Eqs. (A15) and (A18). As detailed by Kreidenweis et

al. (2005), the resulting equation can be approximated by a

series expansion of the exponential term in Eq. (A15), insert-

ing ns/nw=µsMw (cf. Eq. A5) and truncation of the series.

It follows then that:

is ≈ νs 8s (A19)

Deviations from this approximation are negligible for the di-

lute aqueous solution droplets formed by hygroscopic salts

such as ammonium sulfate and sodium chloride at s≈1 (mo-

lality <0.01 mol kg−1; relative magnitude of quadratic and

higher terms of series expansion <1%).

Combination of Eqs. (A14) and (A15) with

µs=ms/ (Ms mw), mw=π/6D3
wet ρsol−ms , gs Ds=Dwet,

and Eq. (A19) leads to:

s = exp

(

4 σsolMw

ρw R T Dwet
−

is msMw

Ms

(

π
6
D3

wet ρsol −ms
)

)

(A20)

For the dilute aqueous solution droplets formed by hygro-

scopic salts like ammonium sulfate and sodium chloride at

s≈1, the contribution of the solute to the total mass of the

droplet is low (ms/(π/6D
3
wet ρsol)<4% at Ds=20 nm and

<0.1% at 200 nm). If ms is neglected, Eq. (A20) reduces

to:

s = exp

(

4 σsolMw

ρw R T Dwet
−

6 is msMw

π Ms D
3
wet ρsol

)

(A21)

For the dilute salt solution droplets, differences between ρw
and ρsol (<3% atDs=20 nm,<0.1% at 200 nm) and between

σw and σsol (<1% at Ds=20 nm, ∼ 0% at 200 nm) are also

Atmos. Chem. Phys., 8, 1153–1179, 2008 www.atmos-chem-phys.net/8/1153/2008/



D. Rose et al.: Calibration and measurement uncertainties of a CCN counter 1175

relatively small. With the approximations of ρsol≈ρw and

σsol≈σw, Eq. (A21) can be transformed into the following

simplified and widely used form of the Köhler equation (e.g.,

Pruppacher and Klett, 1997; Seinfeld and Pandis, 1998):

s = exp

(

A

Dwet
−

B

D3
wet

)

(A22)

where

A =
4 σwMw

ρw R T
(A23)

and

B =
6 is msMw

π Ms ρw
=
isMw ρs D

3
s

Ms ρw
=

6 is nsMw

π ρw
(A24)

Under the assumption of complete dissociation and ideal so-

lution behavior (8s=1), the van’t Hoff factor is is=2 for

NaCl and is=3 for (NH4)2SO4 solutions. For NaCl this ap-

proximation is quite common and the deviations from ex-

perimental results are small (Gerber et al., 1977), but for

(NH4)2SO4 it has been shown that is has to be between 2

and 2.5 to achieve agreement between measured and calcu-

lated droplet diameters (Gerber et al., 1977; Pradeep Kumar

et al., 2003).

McDonald (1953) already remarked that the van’t Hoff

factor is not a constant value, but varies with the solute mo-

lality. Low (1969) presented a table of van’t Hoff factors for

a number of electrolytes at molalities of 0.1–6 mol kg−1 and

298.15 K. For ammonium sulfate, is can be parameterized as

a function of µs with the following cubic polynomial fit of

the tabulated values (Frank et al., 2007):

is = 0.021 kg2 mol−2 · µ2
s−0.0428 kg mol−1 · µs + 1.9478 (A25)

An alternative parameterization given by Young and Warren

(1992) is valid for smaller molalities:

is = −0.007931 · log2
(

µs · kg mol−1
)

−0.1844 · log
(

µs · kg mol−1
)

+ 1.9242 (A26)

From the different Köhler equations listed above, four differ-

ent VH models (VH1–VH4) were derived and tested.

The non-simplified VH model calculations (VH1) for am-

monium sulfate solution droplets were made taking µs as the

primary variable to calculate aw from Eq. (A18) and to cal-

culate is . The value of is was calculated from Eq. (A25) for

µs>1, and from Eq. (A26) for µs≤1 as suggested by Frank

et al. (2007). xs=ms/ (ms+mw); mw was calculated from

Eq. (A5); ρsol from Eq. (A9) with ρw from Eq. (A11); gs
from Eq. (A4); σsol from Eq. (A12) with σw from Eq. (A13)

and cs from Eq. (A6); and s from Eq. (A14).

VH2 model calculations were made using a simplified

Köhler equation (Eq. A20; assuming is≈νs 8s). In this equa-

tion, is was calculated as in VH1 using µs as a primary vari-

able. xs , ρw, ρsol, and σsol were calculated as in VH1. Dwet

was calculated from Eq. (A4).

A further simplified Köhler equation (Eq. A21) was used

to make VH3 model calculations. µs was taken as a pri-

mary variable to calculate is . is , xs , ρw, ρsol, and σsol were

calculated as in VH1; Dwet as in VH2; all parameters were

inserted into Eq. (A21) to calculate s.

The VH4 model used Eq. (A22) to calculate s. µs was

taken as a primary variable to calculate is . is , xs , ρw, σw were

calculated as in VH1. Dwet was calculated from Eq. (A4)

which required the parameterization of ρsol. Because the

Köhler equation used for VH4 was derived assuming ρsol as

ρw, the same approximation was also used to calculateDwet.

For all VH model calculations, the maximum value of

s was determined by variation of µs (numerical minimum

search for –s with the “fminsearch” function, Matlab soft-

ware). The critical supersaturation Sc was calculated from

the maximum of s using Eq. (A2).

In sensitivity studies investigating the influence of simpli-

fications and approximations, individual parameterizations

were exchanged as detailed in Table 3, but the basic cal-

culation procedure (VH1, VH2, VH3, VH4) remained un-

changed.

A5 Effective hygroscopicity parameter (EH) models

Petters and Kreidenweis (2007) defined a hygroscopicity pa-

rameter κ that can be used to parameterize the composition

dependent water activity of a solution droplet:

aw =
(

1 + κ
Vs

Vw

)−1

(A27)

with Vs=nsMs/ρs and Vw=nwMw/ρw being the volumes

of the dry solute and of the water in the droplet, respectively.

From comparison with Eq. (A18) follows:

κ = is
ns Vw

nw Vs
= is

vw

vs
= is

ρsMw

ρwMs

(A28)

with vs and vw being the molar volumes of the solute

and of water, respectively. For the CCN activation of

(NH4)2SO4 and NaCl, Petters and Kreidenweis (2007) pro-

posed κ values of 0.61 and 1.28 corresponding to is=2.52

and is=1.91, respectively. These κ values were derived from

the Aerosol Inorganics Model (AIM), fullfilling Eq. (A27)

for (NH4)2SO4 at Sc=0.27% (Ds=67 nm) and for NaCl at

Sc=0.15% (Ds=80 nm).

Note that besides κ also other effective hygroscopicity pa-

rameters have been proposed and can be used in analogy

to describe the influence of soluble particle material on the

CCN activation of aerosol particles. For example, Wex et

al. (2007) have defined and used an “ion density” parameter

ρion=8s νs ρs/Ms≈is ρs/Ms=κ ρw/Mw. The above κ val-

ues for (NH4)2SO4 and NaCl are equivalent to ρion values of

3.38×104 mol m−3 and 7.08×104 mol m−3, respectively.

Assuming volume additivity (Vw=Vwet−Vs , with the total

volume of the solution droplet Vwet), and spherical shape of

the dry solute particle and solution droplet (i.e., D3
s=6Vs/π
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andD3
wet=6Vwet/π , respectively) Eq. (A27) can be rewritten

as:

aw =
D3

wet −D3
s

D3
wet −D3

s (1 − κ)
(A29)

The full Köhler equation (Eq. A14) with aw taken from

Eq. (A29) and gs from Eq. (A4) results in the following equa-

tion, which was used as the basis for EH1 Köhler model cal-

culations:

s =
D3

wet −D3
s

D3
wet −D3

s (1 − κ)
exp

(

4 σsolMw

R T ρwDwet

)

(A30)

In EH1 Köhler model calculations xs was taken as the pri-

mary variable to calculateDwet from Eq. (A4) with ρsol from

Eq. (A9) and ρw from Eq. (A11); σsol was calculated from

Eq. (A12) with σw from Eq. (A13) and cs from Eq. (A6); and

s from Eq. (A30). The maximum value of s (critical satura-

tion ratio, sc) was determined by the variation of xs (numer-

ical minimum search for –s with the “fminsearch” function,

Matlab software), and via Eq. (A2) it was converted into the

corresponding critical supersaturation Sc.

A6 Analytical approximation (AA) model

In all Köhler models that have been presented so far, the

critical saturation sc was determined through numerical it-

eration by varying the primary variable (such as µs , xs , or

aw) for s in the particular proposed equation until it reached

a maximum. Assuming a concentration-independent van’t

Hoff factor or effective hygrosocopicity parameter, the itera-

tive numerical solution can be approximated by a simplified

analytical equation expressing sc as a function of dry solute

particle mass equivalent diameter, Ds (Seinfeld and Pandis,

1998; Petters and Kreidenweis, 2007):

sc = exp





√

4A3

27B



 = exp

(
√

4A3Ms ρw

27 isMw ρs D3
s

)

(A31)

sc = exp

(
√

4A3

27 κ D3
s

)

(A32)

In the AA model calculations, the widely used approximation

A≈(0.66×10−6 K m) / T was inserted for the Kelvin term

parameter A as defined in Eq. (A23) (Seinfeld and Pandis,

1998) and different values of is and κ were tested (is=2.2 or

3 and κ=0.61 for ammonium sulfate; is=2 and κ=1.28 for

sodium chloride).

A comparison and discussion of critical supersaturations

calculated with the different AP, OS, VH, EH and AA models

specified above is given in Sect. 3.7. For CCNC calibration,

the VH4 model has been used in this study unless mentioned

otherwise.

Appendix B

Notation (frequently used symbols)

Symbol Unit Quantity

aw water activity

C slip correction factor

cs mol L−1 molarity of solute

D m dry particle diameter

Da m mid point diameter of CCN effi-

ciency spectrum (fit parameter)

DB m mobility equivalent diameter

Dc m critical dry particle diameter

Dm m mass equivalent diameter

Ds m mass equivalent diameter of dry so-

lute particle

Dwet m droplet diameter

Dwet,c m critical droplet diameter

gs particle growth factor

is van’t Hoff factor of solute

ms kg mass of dry solute

Ms kg mol−1 molar mass of solute

mw kg mass of water

Mw kg mol−1 molar mass of water

NCCN cm−3 number concentration of CCN

NCN cm−3 number concentration of CN

ns mol number of moles of solute

nw mol number of moles of water

p Pa pressure

Q L min−1 total flow rate of CCNC

R J K−1 mol−1 universal gas constant

RH % relative humidity

RT K W−1 thermal resistance of CCNC

s water vapor saturation ratio

sc critical water vapor saturation ratio

S % water vapor supersaturation

Sc % critical water vapor supersaturation

Seff % effective supersaturation of water

vapor in CCNC

T K absolute temperature

T1 K CCNC column top temperature

T2 K CCNC column middle temperature

T3 K CCNC column bottom temperature

xs mass fraction of solute in the

droplet

8s molal or practical osmotic coeffi-

cient of solute

µs mol kg−1 molality of solute

1T K temperature difference at the outer

wall of the CCNC column

1T* K flow model temperature difference

1T0 K temperature difference offset

1T inner K temperature difference inside the

CCNC column

η thermal efficiency of the CCNC

νs stoichiometric dissociation number

of solute

ρs kg m−3 density of dry solute

ρsol kg m−3 density of solution droplet

ρw kg m−3 density of pure water

σ sol J m−2 surface tension of solution droplet

σw J m−2 surface tension of pure water

χ dynamic shape factor

λ m mean free path
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Köhler, H.: The nucleus in and the growth of hygroscopic droplets:

Trans. Faraday Soc., 32, 1152–1161, 1936.
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