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#### Abstract

In this paper, we study a Lorentzian function based spectral filter suitable for computing highly excited bound states of a quantum system. Using this filter, we have derived an expression for spectral intensities and also implemented a filter diagonalization scheme. We have used a Chebyshev polynomial based series expansion of the filter operator, and this allows us to accomplish a partial resummation of the double series analytically when computing the necessary matrix elements; this saves considerable computational effort. The exponential damping term in the Lorentzian provides a convenient control over the resolution of the computed spectrum in the spectral intensity plot. As a numerical test, we have computed eigenvalues and spectral intensities of a model Hamiltonian in an arbitrary energy window. For situations where eigenvalues are distributed nonuniformly we suggest a computational protocol, which judiciously combines the spectral intensity information with the filter diagonalization method. This protocol is efficient only with the Lorentzian filter studied here. © 2003 American Institute of Physics.


[DOI: 10.1063/1.1528895]

## I. INTRODUCTION

With the advent of new laser techniques, it has increasingly become possible to explore highly excited quantum states within a selected energy window of a molecular system. ${ }^{1,2}$ A quantum mechanical understanding of such systems requires an accurate knowledge of the eigenspectrum of the corresponding Hamiltonian, in particular for the energy window of experimental interests. The realization that it may be possible to extract a small window from any region of the spectrum of the Hamiltonian, using a spectral filter, without having to solve the complete eigenvalue problem, has attracted considerable interest in recent years. ${ }^{3-41}$ In this context, we have elaborated the idea of spectral filters, which originates from the basic propositions of the theory of measurement in quantum mechanics. ${ }^{30,31}$ In spectral filter theory, the quantity of central importance is the spectral density operator (SDO), $\delta(E-\hat{H})$, where the filter energy, $E$, is within the spectral range of the Hamiltonian, $\hat{H}$, of the quantum system. As $\delta(E-\hat{H})$ is a projection onto the space of solutions of the homogeneous Schrödinger equation for scattering as well as bound states, its application on an arbitrary wave function (with appropriate boundary conditions), yields the eigenstates for the bound as well as scattering states. ${ }^{8}$ Using this property of the SDO, one can obtain a filter diagonalization (FD) realization ${ }^{11-37}$ of the spectral filter, suitable for computing the bound state spectrum in an arbitrary energy window. The SDO can also be used to obtain the spectral intensity of various peaks in a selected energy window. In this paper, we are concerned with an efficient imple-

[^0]mentation of the SDO for the purpose of computing spectral intensities and obtaining a convenient filter diagonalization scheme.

Since the $\mathrm{SDO}, \delta(E-\hat{H})$, conceptually refers to a limiting process, it must be suitably approximated and represented before it can be applied numerically; and this is an important issue associated with the implementation of various spectral filter algorithms. In practical applications, it is often convenient to take the filter function as a prelimit expression of the SDO and express it as a convergent series, such that it separates the action of the filter energy, $E$, from that of the Hamiltonian. The choice of a prelimit expression of the SDO and its series expansion necessarily dictates the computational aspects of the resulting algorithm, and hence there have been several suggestions on this issue in the literature. ${ }^{11-37}$ In particular, Kouri et al. ${ }^{5-8}$ used a sinc function approximation of the SDO and obtained its series expansion in terms of Legendre and Chebyshev polynomials. A more general expansion of the SDO and Green's function in terms of Jacobi polynomials, of which Legendre and Chebyshev polynomials are special cases, has also been reported. ${ }^{42}$ Hermite polynomials have also been used to obtain a series representation of the SDO, expressed as a Gaussian limiting process. ${ }^{29}$ As we will explain later, a Lorentzian limiting expression of the SDO expressed in terms of Chebyshev polynomials offers a better choice for a spectral filter. Chebyshev polynomials are known to provide an uniformly convergent approximating scheme, and in the context of filter diagonalization they are very convenient for algebraic manipulations, leading to a compact set of equations.

The filter diagonalization method is conceptually well established and several important implementation schemes have been suggested in the literature, ${ }^{11-37}$ differing mostly in the choice of the filter function, $\delta(E-\hat{H})$. Most earlier stud-
ies have used either a sinc function or a prelimit Gaussian for the filter function, expressed in terms of the Chebyshev polynomials, ${ }^{11-32}$ though some elaborate choices of the filter function have also been reported. ${ }^{11,35}$ Specifically, the formulation of Neuhauser et al. ${ }^{14}$ involved a prelimit Gaussian integral representation of the SDO, in conjunction with a Chebyshev polynomial expansion for the quantum time propagator. ${ }^{43}$ We note that the use of a Gaussian integral representation, in conjunction with Chebyshev polynomials, does not allow certain time integrals to be done analytically and so the final expression for the SDO (and hence the relevant matrix elements, needed for diagonalization) is numerically inconvenient. ${ }^{14}$ An efficient implementation of the FD method was later accomplished by Mandelshtam and Taylor, ${ }^{18,19}$ who used a sinc function approximation of the spectral filter, expressed in terms of Chebyshev polynomials. ${ }^{5-8}$ The use of the sinc function filter also appeared in other publications of FD method. ${ }^{25-28,30-32}$ However, it is known that the oscillations in the sinc function are damped only slowly, and this damages its numerical efficacy for filter applications, particularly for computing spectral intensities. ${ }^{30-32}$

There is a crucial difference in the way the matrix elements have been computed in the Gaussian function based $\mathrm{FD}^{14,29}$ as compared to the sinc function based FD , even though both used a Chebyshev polynomial exapnsion of the quantum time propagator. To simplify the expression for the matrix elements, the former studies have effectively used an identity, $\delta\left(E_{m}-\hat{H}\right) \delta\left(E_{n}-\hat{H}\right)=\delta\left(E_{m}-E_{n}\right) \delta\left(E_{m}-\hat{H}\right)$, which is true in the exact limit of the delta function. This factorization, however, involves some error since a practical application uses only a finite number of terms in the series expansion of the filter function. On the other hand, the sinc function based FD methods ${ }^{18,19,30}$ have used a direct multiplication of two truncated series, corresponding to $\delta\left(E_{m}\right.$ $-\hat{H}) \delta\left(E_{n}-\hat{H}\right)$, to simplify the expression for the matrix elements. In fact, a partial resummation of the double series could then be accomplished due to a special property of Chebyshev polynomials, not shared by other classical orthogonal polynomials. In the present study, we have followed the latter algebraic procedure.

In this paper, we propose the Lorentzian function as a filter. This choice overcomes all the limitations associated with the Gaussian and sinc function representations. We also show that this choice allows a compact and numerically convenient expression of the relevant matrix elements for the purpose of FD applications. The paper is organized as follows. In Sec. II, we discuss the idea and use of spectral filter and obtain a Chebyshev polynomial based series expansion of the Lorentzian filter operator. In Sec. III, we obtain a compact expression of relevant matrix elements for FD applications. We give the expression for the spectral intensity in Sec. IV. In Sec. V, we present numerical tests on a model Hamiltonian. Section VI contains a brief conclusion.

## II. SPECTRAL FILTERS

Spectral filter methods use as a starting point

$$
\begin{equation*}
\left|\chi_{\epsilon, \zeta}\right\rangle=f(\epsilon-\hat{H} ; \zeta)|\psi\rangle=\sum_{\alpha}|\alpha\rangle f\left(\epsilon-E_{\alpha} ; \zeta\right)\langle\alpha \mid \psi\rangle \tag{1}
\end{equation*}
$$

where $\left|\chi_{\epsilon, \zeta}\right\rangle$ is the filtered state. Here $\hat{H}$ is the Hamiltonian of the system, the $|\alpha\rangle$ are the eigenstates of $\hat{H}$ with eigenvalues $E_{\alpha},|\psi\rangle$ is an arbitrary state with nonzero $\langle\alpha \mid \psi\rangle, \epsilon$ is an arbitrary energy but within the range of $\hat{H}$, and $f(X ; \zeta)$ is a function that peaks at zero and has a width, $\zeta$. We call $f(X ; \zeta)$ a filter and examine here various possibilities for it, such as a Lorentzian, a Gaussian, and a sinc function, where $\operatorname{sinc}(x)=\sin (x) / x$.

As one can see from Eq. (1), the filtered state $\left|\chi_{\epsilon, \zeta}\right\rangle$ is a linear combination of energy eigenstates. The value of $\epsilon$ and $\zeta$ determine which eigenstates are included in this combination. A proper choice of these quantities ( $\zeta$ small and $\epsilon$ close to $E_{\alpha}$ ) can turn $\left|\chi_{\epsilon, \zeta}\right\rangle$ into an eigenstate $|\alpha\rangle$. If $\zeta$ is large, then $\left|\chi_{\epsilon, \zeta}\right\rangle$ is a linear combination of many eigenstates whose energies are in the vicinity of $\epsilon$. It is thus clear that the filter, $f(X ; \zeta)$, is a prelimit form of the spectral density operator, $\delta(E-\hat{H})$.

Equation (1) can be used in two ways. One is to take $\zeta$ smaller than the gap between the energy eigenvalues and vary $\epsilon$ through a preselected energy range, [ $E_{\min }, E_{\max }$ ]. When $\epsilon$ equals an eigenvalue, $\left|\chi_{\epsilon, \zeta}\right\rangle$ will peak and become equal to the corresponding energy eigenstate. Alternatively, one can calculate $\left|\chi_{\epsilon, \zeta}\right\rangle$ at each of a set of $\epsilon$ 's $\left(E_{\text {min }}\right.$ $\leqslant \epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{L} \leqslant E_{\max }$ ) and use these as an incomplete basis to diagonalize the Hamiltonian. ${ }^{11-37}$ The eigenvalues obtained this way will lie in the range [ $E_{\min }, E_{\max }$ ]. The latter procedure, known as filter diagonalization, ${ }^{11-14}$ is very attractive since the size of the filtered basis, $L$, is generally much smaller than the size of the full Hamiltonian matrix. An efficient implementation of either idea requires a bit of care and this is the subject of this paper. We survey briefly various pitfalls and present the strategy we recommend for avoiding them.

Since we plan to calculate $\left|\chi_{\epsilon, \zeta}\right\rangle$ for many values of $\epsilon$ in an energy window, it is important to have a recipe in which the calculation of a new value of $\epsilon$ is performed efficiently. We can achieve this in two steps. First, we represent $f(\epsilon$ $-\hat{H} ; \zeta)$ as an integral transform over time:

$$
\begin{equation*}
f(\epsilon-\hat{H} ; \zeta)=\int_{-\infty}^{\infty} d t \widetilde{f}(|t| ; \zeta) e^{i \epsilon t} e^{-i \hat{H} t} \tag{2}
\end{equation*}
$$

This demands $\epsilon$ and $\hat{H}$ to be time independent, which is always satisfied for the conservative system. Thus we can represent $e^{-i \hat{H} t}$ by an expansion of the form ${ }^{44}$

$$
\begin{equation*}
e^{-i \hat{H} t}=\sum_{k=0}^{N} g_{k}(t) P_{k}(\hat{H}) \tag{3}
\end{equation*}
$$

Here, $P_{k}(\hat{H})$ is an orthogonal polynomial of order $k$. For Hermitian $\hat{H}$, four such expansions have been used so far in quantum mechanics, in which $P_{k}$ is a Chebyshev, ${ }^{43}$ or a Legendre, ${ }^{6,45}$ or a Gegenbauer, ${ }^{42}$ or a Hermite polynomial. ${ }^{29}$

The function $g_{k}(t)$ depends on which polynomial is used, but in the first three cases, is proportional to a Bessel function. ${ }^{5-8,42,43,45}$ This expansion is exact when $N$ goes to infinity. We note that the argument of $g_{k}$ and $P_{k}$ should be dimensionless and hence $\hat{H}$ and $t$ should be properly scaled. As Chebyshev, Legendre, and Gegenbauer polynomials are defined for the values of their argument in the range $[-1,1]$, one must scale the Hamiltonian such that $\hat{H}=\Delta \lambda \hat{H}_{\text {sc }}+\bar{\lambda}$, where $\Delta \lambda=\left(H_{\max }-H_{\min }\right) / 2$ and $\bar{\lambda}=\left(H_{\max }+H_{\min }\right) / 2$. The eigenvalues of $\hat{H}$ in the range [ $H_{\text {min }}, H_{\text {max }}$ ] become eigenvalues of $\hat{H}_{\text {sc }}$ in the range $[-1,1]$. Also, $\Delta \lambda$ and $\bar{\lambda}$ have dimensions of energy, which renders $\hat{H}_{\text {sc }}$ dimensionless.

Using Eqs. (2) and (3) in Eq. (1) gives

$$
\begin{equation*}
\left|\chi_{\epsilon, \zeta}\right\rangle=f(\epsilon-\hat{H} ; \zeta)|\psi\rangle=\sum_{k=0}^{N} I(\epsilon, \zeta, k) P_{k}(\hat{H})|\psi\rangle \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
I(\epsilon, \zeta, k)=\int_{-\infty}^{\infty} d t \tilde{f}(|t| ; \zeta) e^{i \epsilon t} g_{k}(t) . \tag{5}
\end{equation*}
$$

The sum in Eq. (4) may in practice have thousands of terms. For this reason it is important to perform the integral, $I(\epsilon, \zeta, k)$, analytically. This limits the choice of the filter operator, $f(\epsilon-\hat{H} ; \zeta)$, and the orthogonal polynomial [Eq. (3)]. We use the one in which $P_{k}$ is a Chebyshev polynomial, $T_{k}$. The reasons for this choice will become clear later. There can be many forms of the filter operator, $f(\epsilon-\hat{H} ; \zeta)$, suitable for the purpose; however, with the choice of Chebyshev polynomials, we find that Eq. (5) can be evaluated analytically if $f(\epsilon-\hat{H} ; \zeta)$ is a Lorentzian or a sinc function, ${ }^{5-8,42}$ but not for a Gaussian. ${ }^{14}$ The Fourier transform of a sinc function is a step function, and this is known to be a bad filter due to the "Gibbs phenomenon." ${ }^{46}$ For this reason, we use a Lorentzian.

The most important feature of Eq. (4) is that if we change $\epsilon$ and $\zeta$ we need not recompute $P_{k}(\hat{H})$, which is the most time-consuming part of the calculation. This is achieved because in Eq. (3), the functional dependence on $t$ is separated from the dependence on $\hat{H}$.

With Chebyshev polynomials, $T_{k}$, for $P_{k}$, the function $g_{k}$ in Eq. (3) is the Bessel function, $J_{k}(t \Delta \lambda) .{ }^{43}$ The Lorentzian choice for the filter operator makes $\widetilde{f}(t ; \zeta)=\exp (-\zeta t)$. The integral in Eq. (5) can then be done analytically ${ }^{5,42}$ and we can express Eq. (4) as follows:

$$
\begin{align*}
\left|\chi_{\epsilon, \zeta}\right\rangle & =f(\epsilon-\hat{H} ; \zeta)|\psi\rangle \\
& =\left(\frac{1}{\pi \Delta \lambda}\right) \sum_{k=0}^{N}\left(2-\delta_{k 0}\right) \operatorname{Re}\left[D(\epsilon) Z^{k}(\epsilon)\right] T_{k}\left(\hat{H}_{\mathrm{sc}}\right)|\psi\rangle, \tag{6}
\end{align*}
$$

where $D(\epsilon)^{-1}=\left[1-\left(\epsilon_{\mathrm{sc}}+i \zeta_{\mathrm{sc}}\right)^{2}\right]^{1 / 2}, \quad Z(\epsilon)=\left[\left(\epsilon_{\mathrm{sc}}+i \zeta_{\mathrm{sc}}\right)\right.$ $\left.-i D(\epsilon)^{-1}\right], \zeta_{\mathrm{sc}}=\zeta / \Delta \lambda$, and $\epsilon_{\mathrm{sc}}=(\epsilon-\bar{\lambda}) / \Delta \lambda$. Equation (6) is the final expression for the filtered state, which can be used either to obtain eigenstates and spectral intensities or as a basis to diagonalize the Hamiltonian in a selected energy window. We note that if we do not take the real part, Eq. (6)
is the expansion of the causal Green's function, $(E-\hat{H}$ $+i \zeta)^{-1}$, in terms of Chebyshev polynomials, known through the work of Kouri. ${ }^{5}$ We have recently given a more general derivation of the Green's function, based on the ultraspherical polynomials, of which Eq. (6) is a special case. ${ }^{42}$

A comment concerning the convergence of the series in Eq. (6) is in order here. This series is composed of terms that oscillate faster with higher $k$, superimposed upon a $k$-dependent exponential damping factor. It is easy to verify the damping factor to be $\exp (-k y)$, where $y$ is a positive number determined from the relation, $2 \cosh ^{2} y=\left(1+\epsilon_{\mathrm{sc}}^{2}\right.$ $\left.+\zeta_{\mathrm{sc}}^{2}\right)+\left[\left(1+\epsilon_{\mathrm{sc}}^{2}+\zeta_{\mathrm{sc}}^{2}\right)^{2}-4 \epsilon_{\mathrm{sc}}^{2}\right]^{1 / 2}$. The convergence is guaranteed here due to two factors: (1) summation of fast oscillating terms, and (2) the exponential damping. On the other hand, if we take the width of the Lorentzian, $\zeta$, to be zero, $y$ becomes zero and the damping term drops out. Then Eq. (6) will be transformed to the one obtained using a sinc function based spectral density operator, ${ }^{5-8,42}$ and the convergence will depend entirely on the cancellation due to the summation of fast oscillating terms. We do not recommend taking this limit, as this would defeat the whole purpose of damping. We will later examine the role of this exponential damping in the computations of eigenvalues by FD and the spectral intensities.

## III. FILTER DIAGONALIZATION

A FD method involves diagonalizing the Hamiltonian, expressed in the basis of filtered states, $\left|\chi_{\epsilon, \zeta}\right\rangle, \epsilon$ $=\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{L}$, in a given energy window. ${ }^{11-37}$ We will later comment on the location and the length of the energy set, $\left\{\epsilon_{m}, m=1, L\right\}$ at which the filtering process should be carried out. At present, it may be considered as arbitrary. Since the filtered basis will not form an orthogonal set, we set up a generalized eigenvalue equation, ${ }^{14} H B=S B E$, where the vector $B$ is defined through $|\alpha\rangle$ $=\sum_{m=1}^{L} B_{\alpha, m}\left|\chi_{\epsilon_{m}, \zeta}\right\rangle . H$ and $S$ are the Hamiltonian and overlap matrices, respectively. In the basis of filtered states, a generic matrix element can be expressed as follows:

$$
\begin{equation*}
A_{m, n}^{(p)}=\langle\psi| f\left(\epsilon_{m}-\hat{H} ; \zeta\right) \hat{H}^{p} f\left(\epsilon_{n}-\hat{H} ; \zeta\right)|\psi\rangle \tag{7}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
A_{m, n}^{(p)}=\left\langle\chi_{\epsilon_{m}, \zeta}\right| \hat{H}^{p}\left|\chi_{\epsilon_{n}, \zeta}\right\rangle, \tag{8}
\end{equation*}
$$

where $p=0$ gives the overlap matrix $S$, and $p=1$ gives the Hamiltonian, $\hat{H}$. As we explain in the following, although Eqs. (7) and (8) are formally equivalent they provide two alternate ways of deriving the final expression for the matrix elements. In the first approach, we can use the identity $f\left(\epsilon_{m}-\hat{H} ; \zeta\right) f\left(\epsilon_{n}-\hat{H} ; \zeta\right)=f\left(\epsilon_{m}-\epsilon_{n} ; \zeta\right) f\left(\epsilon_{m}-\hat{H} ; \zeta\right)$ to factorize the product of two filter operators in Eq. (7) and formally obtain

$$
\begin{equation*}
A_{m, n}^{(p)}=f\left(\epsilon_{m}-\epsilon_{n} ; \zeta\right)\langle\psi| f\left(\epsilon_{m}-\hat{H} ; \zeta\right) \hat{H}^{p}|\psi\rangle . \tag{9}
\end{equation*}
$$

We may then use Eq. (6) for the filter operator to finally obtain a single series for the matrix elements. This line of derivation has been implicit in some of the earlier studies. ${ }^{14,29}$ As we pointed out in Sec. I, this factorization
holds only for an "exact" delta function. This assertion can easily be verified by using an integral representation, Eq. (2) of the Gaussian, sinc, or Lorentzian function. However, if one uses a series representation for the filter operator as given in Eq. (6), the above-mentioned factorization demands that $N \rightarrow \infty$, which is never realized in practice. For an arbitrarily truncated series approximation of the filter operator, as in Eq. (6), the above-mentioned factorization is not valid and represents a further unnecessary approximation. We have therefore avoided the use of this identity in the present work. Instead, we substitute a truncated series expansion (finite $N$ ) of the filtered state, Eq. (6), directly into Eq. (8) and obtain a double series for the generic matrix element, as follows: ${ }^{47}$

$$
\begin{align*}
A_{m, n}^{(p)}= & \frac{4}{(\pi \Delta \lambda)^{2}} \sum_{k=0}^{N} \sum_{k^{\prime}=0}^{N}\left(1-\frac{\delta_{k 0}}{2}\right)\left(1-\frac{\delta_{k^{\prime} 0}}{2}\right) \\
& \times \operatorname{Re}\left(D_{m} Z_{m}^{k}\right) \operatorname{Re}\left(D_{n} Z_{n}^{k^{\prime}}\right)\langle\psi| T_{k^{\prime}}\left(\hat{H}_{\mathrm{sc}}\right) \hat{H}^{p} T_{k}\left(\hat{H}_{\mathrm{sc}}\right)|\psi\rangle \tag{10}
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{(\pi \Delta \lambda)^{2}} \sum_{k=0}^{N} \sum_{k^{\prime}=0}^{N}\left(1-\frac{\delta_{k 0}}{2}\right)\left(1-\frac{\delta_{k^{\prime} 0}}{2}\right) \\
& \times 2 \operatorname{Re}\left(D_{m} Z_{m}^{k}\right) \operatorname{Re}\left(D_{n} Z_{n}^{k^{\prime}}\right)\left(c_{k+k^{\prime}}^{(p)}+c_{\left|k-k^{\prime}\right|}^{(p)}\right)  \tag{11}\\
= & \frac{1}{(\pi \Delta \lambda)^{2}} \operatorname{Re} \sum_{k=0}^{N} \sum_{k^{\prime}=0}^{N}\left(1-\frac{\delta_{k 0}}{2}\right)\left(1-\frac{\delta_{k^{\prime} 0}}{2}\right) \\
& \times\left(D_{m} D_{n} Z_{m}^{k} Z_{n}^{k^{\prime}}+D_{m} D_{n}^{*} Z_{m}^{k} Z_{n}^{* k^{\prime}}\right)\left(c_{k+k^{\prime}}^{(p)}+c_{\left|k-k^{\prime}\right|}^{(p)}\right) \tag{12}
\end{align*}
$$

where $c_{k}^{(0)}=\langle\psi| T_{k}\left(\hat{H}_{\mathrm{sc}}\right)|\psi\rangle$ and $c_{k}^{(p)}=\left(c_{k+p}^{(0)}+c_{|k-p|}^{(0)}\right) / 2$. To pass from Eq. (10) to (11), we have used a known identity of the product of Chebyshev polynomials, $2 T_{k}(x) T_{k^{\prime}}(x)$ $=T_{k+k^{\prime}}(x)+T_{\left|k-k^{\prime}\right|}(x)$. As we explain in the following, this identity allows a partial resummation of the double series in Eq. (11), which turns into a single series. In this way we recover the computational advantage associated with the use of the factorization of the product of two filter functions as described previously. This line of derivation has been followed in some of the earlier studies. ${ }^{18,30}$ No other orthogonal polynomial satisfies the above-mentioned property and this is one reason why we prefer Chebyshev polynomials. Moreover, Chebyshev polynomials are known to provide a uniform approximation scheme for the quantum time propagator. ${ }^{43}$ To pass from Eq. (11) to (12), we have used the identity, $2 \operatorname{Re}(X) \operatorname{Re}(Y)=\operatorname{Re}(X Y)+\operatorname{Re}\left(X Y^{*}\right)$, noting $c_{k}^{(p)}$ to be real-valued.

We now discuss the resummation procedure used in the present study. We use a "Cauchy-type" expansion ${ }^{48}$ of the double series, in which we collect all the terms for which $\left|k+k^{\prime}\right|$ and $\left|k-k^{\prime}\right|$ have the same values in Eq. (12) and then perform the summation of the resulting geometric series analytically. ${ }^{18,30}$ This is possible because the series in Eq. (6) is absolutely convergent and it is presumed that the filtering process at a particular energy is complete after summing to $N$ terms in Eq. (6). The essential result is

$$
\begin{align*}
\sum_{k=0}^{N} & \sum_{k^{\prime}=0}^{N}\left(1-\frac{\delta_{k 0}}{2}\right)\left(1-\frac{\delta_{k^{\prime} 0}}{2}\right) Z_{m}^{k} Z_{n}^{k^{\prime}}\left(c_{k+k^{\prime}}^{(p)}+c_{\left|k-k^{\prime}\right|}^{(p)}\right) \\
= & \sum_{k=0}^{N}\left(1-\delta_{k 0}\right) c_{k+N}^{(p)}\left[\frac{Z_{m}^{N+1} Z_{n}^{k}-Z_{m}^{k} Z_{n}^{N+1}}{Z_{m}-Z_{n}}\right]+\left(1-\frac{\delta_{k 0}}{2}\right) \\
& \times c_{k}^{(p)}\left[\left(\frac{Z_{m}^{k+1}-Z_{n}^{k+1}}{Z_{m}-Z_{n}}\right)+\frac{Z_{m} Z_{n}}{1-Z_{m} Z_{n}}\left(Z_{m}^{k}+Z_{n}^{k}\right)\right. \\
& \left.\times\left[1-\left(Z_{m} Z_{n}\right)^{N-k}\right]\right] \quad\left(Z_{m} \neq Z_{n}\right) \\
= & \sum_{k=0}^{N}\left(1-\frac{\delta_{k 0}}{2}\right) \frac{c_{k}^{(p)}}{1-Z_{m}^{2}}\left[(k+1) Z_{m}^{k}-(k-1) Z_{m}^{k+2}\right. \\
& \left.-2 Z_{m}^{2 N-k+2}\right]+\left(1-\delta_{k 0}\right)(N-k+1) c_{k+N}^{(p)} Z_{m}^{k+N} \\
& \left(Z_{m}=Z_{n}\right) \tag{13}
\end{align*}
$$

Equation (13) is the main result of the paper. It can be used to compute the matrix elements of the Hamiltonian, for an arbitrary energy window.

We can also make an independent error estimate of the computed eigenvalues as

$$
\begin{align*}
\left(\Delta E_{\alpha}\right)^{2} & \left.=\left|\langle\alpha|\left(\hat{H}-E_{\alpha}\right)^{2}\right| \alpha\right\rangle \mid \\
& =\left|\left(B^{t} A^{(2)} B\right)_{m m}-\epsilon_{m}^{2}\left(B^{t} S B\right)_{m m}\right| \tag{14}
\end{align*}
$$

We note that Eq. (14) gives an upper bound to the error estimate. For a better error estimate, one may also use different variational principles, as suggested by Beck and Meyer, ${ }^{35}$ and the extension of the present formulation would be straightforward.

We now comment on the numerical implementation of the present FD equations. The first step is to compute the scalar coefficients, $c_{k}^{(0)}=\langle\psi| T_{k}\left(\hat{H}_{\text {sc }}\right)|\psi\rangle$, using a three-term recurrence relation of the Chebyshev polynomials, $T_{m}\left(\hat{H}_{\text {sc }}\right)$ $=2 \hat{H}_{\mathrm{sc}} T_{m-1}\left(\hat{H}_{\mathrm{sc}}\right)-T_{m-2}\left(\hat{H}_{\mathrm{sc}}\right)$, acting on $|\psi\rangle$. The initial $|\psi\rangle$ is chosen randomly. Computing $c_{k}^{(0)}$, s is the most expensive step. However, $N$ Chebyshev recursions are sufficient to generate $2 N c_{k}^{(0)}$, s as noted by Neuhauser. ${ }^{14}$ In fact, using properties of Chebyshev polynomials it is straightforward to show that $c_{2 m-1}^{(0)}=2\left\langle\phi_{m-1} \mid \phi_{m}\right\rangle-c_{1}^{(0)}$ and $c_{2 m}^{(0)}=2\left\langle\phi_{m} \mid \phi_{m}\right\rangle$ $-c_{0}^{(0)}$, where $\left|\phi_{m}\right\rangle=T_{m}\left(\hat{H}_{\mathrm{sc}}\right)|\psi\rangle$. In the next step, we use these $c_{k}^{(0)}$,s to compute the overlap and Hamiltonian matrices [Eqs. (12) and (13)] for a preselected energy window and solve the general eigenvalue problem by the method of singular value decomposition. ${ }^{14,49}$ The same $c_{k}^{(0)}$, s can also be used to obtain an error estimate of the computed eigenvalues [Eq. (14)]. One may use overlapping energy windows for efficient computation of a broad range of eigenvalues, as suggested by Neuhauser. ${ }^{14}$

How does the present FD method compare with earlier ones? We first note that the computation of $c_{k}^{(0)} \mathrm{s}$, which is the most expensive step, is a step commonly shared by all Chebyshev polynomial based FD methods in the literature, ${ }^{14,18,25,30}$ and so the most important issue here is how many terms, $N$ in Eqs. (6) and (13), are required to obtain converged eigenvalues in a given energy window. We will analyze this and other related issues in Sec. V. The present FD method closely resembles the sinc function based

TABLE I. A comparison of the present FD method and exact eigenvalues for the energy window, $0.5001-$ 0.5021 , of the model Hamiltonian. The value of $\zeta$ is $2 \times 10^{-4}$.

| $(6000 / 18)^{\mathrm{a}}$ |  | $(6000 / 20)^{\mathrm{a}}$ |  |  | $(6500 / 20)^{\mathrm{a}}$ |  | $(7000 / 20)^{\mathrm{a}}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.500160 | $(2.384)$ | 0.500157 | $(2.649)$ | 0.500158 | $(0.877)$ | 0.500161 | $(0.305)$ | 0.500162 |
| 0.500416 | $(4.872)$ | 0.500400 | $(5.223)$ | 0.500400 | $(1.901)$ | 0.500407 | $(0.232)$ | 0.500409 |
| 0.500665 | $(0.912)$ | 0.500664 | $(1.442)$ | 0.500663 | $(0.609)$ | 0.500664 | $(0.221)$ | 0.500664 |
| 0.501143 | $(14.311)$ | 0.501019 | $(18.042)$ | 0.500868 | $(5.140)$ | 0.500914 | $(0.809)$ | 0.500925 |
| 0.501221 | $(10.929)$ | 0.501199 | $(4.016)$ | 0.501194 | $(0.388)$ | 0.501194 | $(0.246)$ | 0.501194 |
| 0.501470 | $(0.787)$ | 0.501470 | $(0.602)$ | 0.501470 | $(0.130)$ | 0.501470 | $(0.088)$ | 0.501470 |
| 0.501755 | $(1.213)$ | 0.501754 | $(1.244)$ | 0.501753 | $(0.262)$ | 0.501753 | $(0.248)$ | 0.501753 |
| 0.502044 | $(1.041)$ | 0.502044 | $(1.044)$ | 0.502043 | $(0.326)$ | 0.502041 | $(1.403)$ | 0.502043 |

${ }^{\mathrm{a}}(N / L)$ refers to the number of Chebyshev recursions and the number of filtered states. $N$ Chebyshev recursions are sufficient to generate $2 N$ terms, and $2 N c_{k}^{(p)}$, s were finally used in Eq. (13). The error estimate, $\left(\Delta E_{\alpha}\right)^{2}$ $\times 10^{3}$ [Eq. (14)], is given in parentheses.

FD method discussed in earlier studies. ${ }^{18,19,30-32}$ However, the expression for the matrix elements here [Eqs. (12) and (13)] differs from the one obtained by the sinc function based methods. Presumably, this may have a different convergence behavior for eigenvalues. We will analyze this further in Sec. V. In any case, the numerical effort necessary to compute the matrix elements by the present method, and also the storage requirement, is similar to that of the sinc function based method.

## IV. SPECTRAL INTENSITY

The spectral intensity gives the contribution of an individual eigenstate, $|\alpha\rangle$, to the initial wave packet, $|\psi\rangle$, and it is defined as $\left|A\left(E_{\alpha}\right)\right|^{2}=|\langle\psi \mid \alpha\rangle|^{2}$. In principle, one could compute the spectral intensities in a given energy window by using the coefficients, $c_{k}^{(0)}$ and the eigenvectors obtained by filter diagonalization. However, it is computationally favorable to use a more direct approach. Using Eq. (6), the spectral intensity at energy $E$ can be computed as

$$
\begin{align*}
|A(E)|^{2} & =\langle\psi| f(E-\hat{H} ; \zeta)|\psi\rangle \\
& =\left(\frac{1}{\pi \Delta \lambda}\right) \sum_{k=0}^{N}\left(2-\delta_{k 0}\right) \operatorname{Re}\left[D(E) Z^{k}(E)\right] c_{k}^{(0)} \tag{15}
\end{align*}
$$

If $\zeta$ is small enough, for finite $N$, Eq. (15) will give a Lorentzian spectrum, with peaks whenever $E$ equals an eigenvalue, $E_{\alpha}$. An important feature of Eq. (15) is that it provides a complementary way of identifying the spectrum in a given energy window. If we take the parameter $\zeta$ as zero, Eq. (15) will transform to the one obtained by the sinc function based method. ${ }^{7,8,18,30,31}$ We do not recommend this approach here.

## V. RESULTS AND DISCUSSION

To test the numerical performance of the present theory, we have selected a model Hamiltonian due to Wyatt, ${ }^{40}$ which was studied earlier with the sinc function based FD method. ${ }^{30-32}$ The model system consists of $n_{b}$ bands of states, with $n_{s}$ states in each band. The Hamiltonian matrix elements are as follows: For diagonal matrix elements, $H_{i j, i j}=(i-1) \Delta+(j-1) \delta$; for intraband coupling, $H_{i j, i j^{\prime}}$ $=C \exp \left(-\left|j-j^{\prime}\right|\right)$; and for interband coupling, $H_{i j, i^{\prime} j^{\prime}}$ $=\left[C /\left(n_{o d}\left|i-i^{\prime}\right|+1\right)\right] \exp \left(-\left|j-j^{\prime}\right|\right)$, where $i$ denotes the band index, $i=1,2, \ldots, n_{b}$, and $j$ denotes the index for states
in this band, $j=1,2, \ldots, n_{s}$. The model has six parameters, for which we choose the following values: $n_{b}=10, n_{s}$ $=200, C=0.04, \Delta=0.1, \delta=0.0001$, and $n_{o d}=5$. For comparison, we obtained the exact eigenvalues for this model $2000 \times 2000$ matrix by explicit diagonalization. All the eigenvalues fall between 0 and 1 . In order to test the present filter diagonalization scheme, we have generated $|\psi\rangle$ by taking random real amplitudes on a spatial grid, and then normalizing. We looked at several energy windows but we show only representative results here.

The present scheme, for a given energy window, involves three parameters: the number of terms $N$ [Eq. (6)], the number of filtered basis functions $L$, and the damping parameter $\zeta$. A judicious choice of these parameters should give good accuracy in the calculations. Obviously, $\zeta$ should be smaller than the expected smallest eigenvalue gap in the window. If $\zeta$ is large, not all eigenvalues in the window may be resolved, particularly when we compute the spectral intensities. We will comment on the number and location of filtered basis later.

As an example, we first show the results for a small window, with energy range $0.5001-0.5021$ in Table I. This window contains eight eigenvalues. The results shown in Table I have used basis functions filtered at an equidistant energy grid within the energy window. The starting initial vector, $|\psi\rangle$, was chosen as random. It is pleasing to note that the results computed by the present method are in good agreement with the exact values. We point out some notable features. First, $L$ should be as large as the number of eigenvalues expected in the window. The parameters $N$ and $L$ are coupled for lower values of $L$. For a fixed value of $N$, the results are more or less insensitive to $L$ beyond a certain value ( $L \equiv 20$ in the present case). We see a significant improvement in increasing $L$ from 18 to 20 here. With $L$ fixed, as $N$ increases, the computed results improve and approach the exact results. Second, it is also clear from Table I that the well-separated eigenvalues (at the edge of the window) converge before those that lie closer together. Third, the error estimate provides reliable guidance for identifying spurious (if any) eigenvalues in the calculations. We have also computed the eigenvalues using the sinc function based FD method ${ }^{18,19,30}$ for the same energy window and set of parameters. We show the results in Table II. We do not find any

TABLE II. A comparison of the sinc function based $\mathrm{FD}^{\mathrm{a}}$ and exact eigenvalues for the model Hamiltonian.

| $(6000 / 18)^{\mathrm{b}}$ |  | $(6000 / 20)^{\mathrm{b}}$ |  | $(6500 / 20)^{\mathrm{b}}$ |  | $(7000 / 20)^{\mathrm{b}}$ |  | Exact |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.500156 | $(2.514)$ | 0.500156 | $(2.512)$ | 0.500159 | $(0.941)$ | 0.500162 | $(0.214)$ | 0.500162 |
| 0.500401 | $(4.743)$ | 0.500401 | $(4.743)$ | 0.500400 | $(1.802)$ | 0.500409 | $(0.376)$ | 0.500409 |
| 0.500664 | $(1.352)$ | 0.500664 | $(1.352)$ | 0.500663 | $(0.671)$ | 0.500664 | $(0.123)$ | 0.500664 |
| 0.501084 | $(17.288)$ | 0.501085 | $(17.316)$ | 0.500867 | $(5.034)$ | 0.500923 | $(1.202)$ | 0.500925 |
| 0.501197 | $(3.617)$ | 0.501197 | $(3.653)$ | 0.501194 | $(0.326)$ | 0.501194 | $(0.098)$ | 0.501194 |
| 0.501470 | $(0.760)$ | 0.501470 | $(0.764)$ | 0.501470 | $(0.155)$ | 0.501470 | $(0.047)$ | 0.501470 |
| 0.501753 | $(0.683)$ | 0.501753 | $(0.687)$ | 0.501753 | $(0.268)$ | 0.501753 | $(0.080)$ | 0.501753 |
| 0.502046 | $(1.531)$ | 0.502046 | $(1.533)$ | 0.502039 | $(3.027)$ | 0.502043 | $(0.489)$ | 0.502043 |

${ }^{\text {a }}$ See Refs. 18 and 30.
${ }^{\mathrm{b}}(N / L)$ refers to the number of Chebyshev recursions and the number of filtered states. $N$ Chebyshev recursions are sufficient to generate $2 N$ terms, and $2 N c_{k}^{(p)}$, s were finally used in Eq. (13). The error estimate, $\left(\Delta E_{\alpha}\right)^{2}$ $\times 10^{3}$ [Eq. (14)], is given in parentheses.
significant difference between the two methods for this example.

We now address the role of the time-energy uncertainty principle within spectral filter methods. This issue has been debated in the earlier studies on the sinc function based methods. ${ }^{18,19,30-32}$ We first note that the uncertainty principle becomes relevant here only due to the use of an integral transform of the filter function over time, Eq. (2), and that this step is inevitable in the derivation of spectral filters. We have also seen that the same spectral filter is used in the derivation of FD as in the expression for the spectral intensities. Traditionally, the uncertainty principle has been discussed only in the context of spectral intensities, wherein the spectral resolution is constrained by the relation $\Delta E$ $=2 \pi / T$, where $\Delta E$ is the eigenvalue gap and $T$ is the total length of time propagation. $T$ is related to the number of Chebyshev recursions. The question naturally arises: Is the FD method also limited by this uncertainty constraint? Specifically, is it possible to resolve the spectrum, by computing spectral intensities, with the same numerical effort (that is, the number of Hamiltonian operations on the wave function) as that required in the FD method? As we explain in the following, the answer is yes, but there is no conflict between the two approaches of obtaining the spectrum. In fact, as we
explain in the following it turns out that the FD and spectral intensities play complementary roles here, and a judicious use of both offers us a faithful computational protocol for spectral prediction.

First, we discuss the computation of spectral intensities, using Eq. (15). We have selected an energy window ranging from 0.796 to 0.803 . Within this window, the smallest eigenvalue gap is 0.00016809 , which should be the upper limit for the damping parameter, $\zeta$, for a faithful spectral identification by the spectral intensity method. In fact, the choice of $\zeta$ dictates the resolution in the final computed spectrum. In Fig. 1, we show the computed spectrum for $\zeta=0.00005$ and for $\zeta=0.00020$, along with the location of exact eigenvalues in this window. For this purpose, we have used $N=16000$; due to a special property of Chebyshev polynomials, only 8000 recursions are necessary in Eq. (15). It is clear from Fig. 1 that the spectral resolution is markedly improved with the decrease in $\zeta$. The larger value of $\zeta$ is able to resolve only high intensity peaks, whereas a majority of eigenvalues are easily identifiable with the smaller value of $\zeta$. We note, however, that a few peaks of very low intensity are still not fully resolved here, which can be improved. In general, we observe a systematic improvement in the spectral resolution as we decrease the value of $\zeta$ with fixed $N$, and high intensity


FIG. 1. The spectral intensity as a function of energy. The intensity is plotted in arbitrary units. The lower lines show results obtained using the present method [Eq. (15)]: the continuous line refers to $\zeta=0.00005$ and the broken line refers to $\zeta=0.000$ 20. The upper continuous line shows the result obtained using the sinc function based method (see Refs. 30-32). The locations of the exact eigenvalues are indicated by vertical dotted lines.

TABLE III. A comparison of the present FD method and exact eigenvalues for the energy window, $0.796-$ 0.803 , of the model Hamiltonian. The value of $\zeta$ is 0.00017 .

| $(6500 / 50)^{\mathrm{a}}$ |  | $(7000 / 50)^{\mathrm{a}}$ |  | $(7500 / 50)^{\mathrm{a}}$ | Exact |  |
| :--- | :---: | :--- | :---: | :--- | :--- | :--- |
| 0.79603759 | $(5.13990)$ | 0.79606143 | $(1.58387)$ | 0.79606637 | $(1.37078)$ | 0.79607529 |
| 0.79617659 | $(5.81879)$ | 0.79624400 | $(0.31803)$ | 0.79624340 | $(0.32519)$ | 0.79624808 |
| 0.79640856 | $(2.27904)$ | 0.79641911 | $(0.29305)$ | 0.79641924 | $(0.21222)$ | 0.79642028 |
| 0.79658959 | $(1.18550)$ | 0.79659177 | $(0.03324)$ | 0.79659176 | $(0.03258)$ | 0.79659188 |
| 0.79676237 | $(0.64510)$ | 0.79676288 | $(0.03322)$ | 0.79676288 | $(0.02147)$ | 0.79676290 |
| 0.79693238 | $(0.99811)$ | 0.79693332 | $(0.02024)$ | 0.79693332 | $(0.01900)$ | 0.79693336 |
| 0.79709706 | $(2.74828)$ | 0.79710301 | $(0.08890)$ | 0.79710301 | $(0.05795)$ | 0.79710326 |
| 0.79727176 | $(1.15410)$ | 0.79727257 | $(0.02028)$ | 0.79727257 | $(0.01850)$ | 0.79727260 |
| 0.79744116 | $(0.76210)$ | 0.79744141 | $(0.01676)$ | 0.79744141 | $(0.01148)$ | 0.79744142 |
| 0.79760911 | $(1.56029)$ | 0.79760975 | $(0.01901)$ | 0.79760975 | $(0.01658)$ | 0.79760977 |
| 0.79777677 | $(3.18264)$ | 0.79777783 | $(0.02686)$ | 0.79777783 | $(0.01923)$ | 0.79777786 |
| 0.79788780 | $(32.16521)$ |  |  |  |  |  |
| 0.79794841 | $(6.18431)$ | 0.79794626 | $(0.03305)$ | 0.79794625 | $(0.02715)$ | 0.79794631 |
| 0.79811733 | $(2.22177)$ | 0.79811629 | $(0.08232)$ | 0.79811629 | $(0.06031)$ | 0.79811653 |
| 0.79829069 | $(0.30391)$ | 0.79829065 | $(0.03112)$ | 0.79829065 | $(0.02398)$ | 0.79829068 |
| 0.79847092 | $(0.07729)$ | 0.79847092 | $(0.02402)$ | 0.79847092 | $(0.01744)$ | 0.79847094 |
| 0.79865868 | $(0.01873)$ | 0.79865868 | $(0.01289)$ | 0.79865868 | $(0.00937)$ | 0.79865869 |
| 0.79885443 | $(0.01842)$ | 0.79885443 | $(0.02514)$ | 0.79885443 | $(0.01758)$ | 0.79885444 |
| 0.79905594 | $(0.22705)$ | 0.79905549 | $(0.34607)$ | 0.79905553 | $(0.23734)$ | 0.79905820 |
| 0.79926925 | $(0.10435)$ | 0.79926915 | $(0.17905)$ | 0.79926917 | $(0.11831)$ | 0.79926977 |
| 0.79948892 | $(0.01133)$ | 0.79948892 | $(0.01969)$ | 0.79948892 | $(0.01261)$ | 0.79948893 |
| 0.79971547 | $(0.02316)$ | 0.79971547 | $(0.04285)$ | 0.79971547 | $(0.02632)$ | 0.79971549 |
| 0.79994915 | $(0.07612)$ | 0.79994909 | $(0.14668)$ | 0.79994911 | $(0.08634)$ | 0.79994933 |
| 0.80019030 | $(0.03601)$ | 0.80019029 | $(0.07420)$ | 0.80019030 | $(0.04158)$ | 0.80019034 |
| 0.80043836 | $(0.07147)$ | 0.80043831 | $(0.15798)$ | 0.80043833 | $(0.08370)$ | 0.80043847 |
| 0.80069368 | $(0.01865)$ | 0.80069367 | $(0.04504)$ | 0.80069368 | $(0.02241)$ | 0.80069368 |
| 0.80095596 | $(0.03984)$ | 0.8095594 | $(0.10684)$ | 0.8095595 | $(0.04938)$ | 0.80095598 |
| 0.80122535 | $(0.03923)$ | 0.80122533 | $(0.11934)$ | 0.80122534 | $(0.05048)$ | 0.80122536 |
| 0.80150185 | $(0.02480)$ | 0.80150184 | $(0.08803)$ | 0.80150185 | $(0.03343)$ | 0.80150186 |
| 0.80178550 | $(0.04225)$ | 0.80178547 | $(0.18098)$ | 0.80178550 | $(0.05983)$ | 0.80178550 |
| 0.80207635 | $(0.01108)$ | 0.80207635 | $(0.05951)$ | 0.80207635 | $(0.01634)$ | 0.80207635 |
| 0.80237447 | $(0.04858)$ | 0.80237439 | $(0.33056)$ | 0.80237449 | $(0.06889)$ | 0.80237446 |
| 0.80267989 | $(0.01290)$ | 0.80267988 | $(0.09110)$ | 0.80267989 | $(0.01220)$ | 0.80267989 |
| 0.80299271 | $(0.21736)$ | 0.80299249 | $(0.69155)$ | 0.80299273 | $(0.03702)$ | 0.80299271 |

${ }^{\mathrm{a}}(N / L)$ refers to the number of Chebyshev recursions and the number of filtered states. $N$ Chebyshev recursions are sufficient to generate $2 N$ terms, and $2 N c_{k}^{(p)}$ s were finally used in Eq. (13). The error estimate, $\left(\Delta E_{\alpha}\right)^{2}$ $\times 10^{3}$ [Eq. (14)], is given in parentheses.
peaks are resolved before those with lower intensity. This means that either small or large values of $\zeta$ may be useful depending on the situation: for example, one could choose a $\zeta$ consistent with the resolution of an experimental result.

For comparison, Fig. 1 also shows the spectral intensities obtained by the sinc method. ${ }^{30-32}$ It is clear that the spectral resolution is much better with the present Lorentzian filter than that obtained with the sinc method. In fact, only the present method is able to identify the peak locations correctly. This is not surprising, since for the sinc method, it is well known that if an eigenstate has a very small intensity compared to its neighbors, its spectral features get masked by the sinc structure of the neighboring peaks and therefore is not identifiable. ${ }^{31}$ By definition, the present method does not suffer from this difficulty.

We have used the present FD method to compute the eigenvalues for the same spectral window ( $0.796-0.803$ ), as shown in Table III. We have performed the filtering on a uniform energy grid in the window. The number of Chebyshev recursion required to obtain the eigenvalues faithfully by the present method can vary (though not a great deal) with the choice of number and energies of the filtered basis
vectors, and the damping parameter, $\zeta$. However, Table III shows typical results. We find that the present FD method is reliable, and for the present model it requires about 65007000 Chebyshev recursions to produce the spectrum reliably, which is similar to what has been noted for the sinc method. ${ }^{30-32}$

The above-described numerical experiments reveal that the number of Chebyshev recursions required to resolve the spectrum by computing spectral intensities can be expected to be similar to the number needed to compute the eigenvalues by the FD method. This suggests an useful computational protocol for studying quantum bound state problems. First, we calculate the coefficients, $\left\{c_{k}^{(0)}, k=1, N\right\}$, by Chebyshev recursions and store them. Using these $c_{k}^{(0)}$, s , we calculate the spectral intensities using Eq. (15) by varying the damping parameter, $\zeta$, to identify tentative eigenvalues. We then use these estimated eigenvalues as the energies at which we filter the states for the purpose of filter diagonalization. We do not need to filter states in regions where there are no peaks. We have then obtained a very compact representation of Hamiltonian for the selected energy window. This proto-
col does not excessively suffer from the overcompleteness problem occurring in the overlap matrix, $S$, which of course is taken care of by the SVD algorithm. ${ }^{49}$ The diagonalization step of the FD method (to obtain the exact location of eigenvalues) is then very efficient.

We have tested this protocol here. In the present example, we have found that two energies within each peak seen on the spectral intensity plot are sufficient in the filter diagonalization. After finding the exact location of eigenvalues in this way by the FD method, we may compute the corresponding intensity again using Eq. (15).

We thus see that the information obtained by the intensity plot-as illustrated in Fig. 1-can be used as complementary to the FD method presented here. We envision this protocol to be useful for the situation when some eigenvalues are very close together while the others are well spaced. In particular, the spectral intensity plot gives us an idea as to how to position the energy window. We then need to sample the filtered basis only in the region where we have seen that there are eigenstates present. We wish to emphasize that this protocol is less feasible with the sinc function, as the latter has difficulty in resolving peaks in the intensity plot, and generate spurious peaks where there are no eigenvalues. ${ }^{31,32}$

## VI. CONCLUSIONS

In this paper, we have clarified the notion and use of spectral filtering in quantum mechanics. It appears that the Lorentzian function based filter developed here offers the best protocol at the present time. It has an advantage over the Gaussian function based method because within the Chebyshev polynomial framework, it allows all the relevant integrals to be solved analytically and obtain a very efficient expression for the relevant matrix elements. It must, however, be admitted that a Lorentzian function displays a slower falloff than a Gaussian and is hence expected to be somewhat less efficient in the filtering process.

The present FD method is conceptually similar to the one based on the sinc function. From the numerical applications in the present study, it appears that the computational efficiency of the Lorentzian based filter diagonalization is similar to that of the sinc function. However, the Lorentzian filter is more reliable in computing spectral intensities. We have thus shown that the present implementation has been able to resolve difficulties faced by other methods. To conclude, the Lorentzian function based spectral filter method derived here allows us to faithfully study bound state problems in nonrelativistic quantum mechanics.
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