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#### Abstract

Let $V$ be a Euclidean Jordan algebra with symmetric cone $K$. We show that if a linear transformation $L$ on $V$ has the Lipschitzian property and the linear complementarity problem $\operatorname{LCP}(L, q)$ over $K$ has a solution for every invertible $q \in V$, then $\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$. We show that the converse holds for Lyapunov-like transformations, Stein transformations and quadratic representations. We also show that the Lipschitzian Q-property of the relaxation transformation $R_{A}$ on $V$ implies that $A$ is a $P$-matrix. © 2011 Elsevier Inc. All rights reserved.


## 1. Introduction

Let $(V, \circ,\langle\cdot, \cdot\rangle)$ be a Euclidean Jordan algebra, and $K=\{x \circ x: x \in V\}$ be the set of squares in $V$. Then $K$ is a symmetric cone [7]. Given a linear transformation $L: V \rightarrow V$ and $q \in V$, the linear complementarity problem, $\operatorname{LCP}(L, q)$, is to find a vector $x \in V$ such that

$$
x \in K, \quad L(x)+q \in K, \text { and }\langle x, L(x)+q\rangle=0
$$

This problem is a particular case of a variational inequality problem [6], and it includes the standard linear complementarity problem [5] and the semidefinite linear complementarity problem [9]. For applications of these problems in optimization, game theory, economics, etc., see [5,6]. A basic problem in $\operatorname{LCP}(L, q)$ is to find necessary and sufficient conditions on $L$ so that for all $q \in V, \operatorname{LCP}(L, q)$ has a unique

[^0]solution (that is, $L$ has the GUS-property). A related problem is to study the Lipschitzian behavior of the solution map $q \rightarrow \operatorname{SOL}(L, q)$, where $\operatorname{SOL}(L, q)$ is the solution set of $\operatorname{LCP}(L, q)$.

When $V=\mathbb{R}^{n}$ with the usual inner product and Jordan product $x \circ y:=x * y$ (the componentwise product of $x$ and $y), \operatorname{LCP}(L, q)$ reduces to the standard linear complementarity problem $\operatorname{LCP}(M, q)[5]$. In this setting, a well known characterization is that $M$ has the GUS-property if and only if $M$ is a $P$-matrix (which means that all principal minors of $M$ are positive) [5]. Mangasarian and Shiau [15] showed that if $M$ has the GUS-property, then $M$ is a Lipschitzian matrix. In [8], Gowda gave an alternate proof and at the same time extended their result. Pang (see [8]) conjectured that if $M$ is a Lipschitzian matrix and $\operatorname{LCP}(M, q)$ has a solution for all $q \in \mathbb{R}^{n}$ (that is, $M$ is a $Q$-matrix), then $M$ is a $P$-matrix. This conjecture was proved affirmatively by Murthy et al. [16].

If $V=S^{n}$ (the set of all real symmetric $n \times n$ matrices) with the trace inner product and Jordan product $X \circ Y:=\frac{1}{2}(X Y+Y X)$, then $\operatorname{LCP}(L, q)$ reduces to the semidefinite linear complementarity problem $\operatorname{SDLCP}(L, Q)[9]$. Gowda and Song [9] extended many concepts in $\operatorname{LCP}(M, q)$ such as $P$-matrix, $Q$-matrix and the GUS-property to $\operatorname{SDLCP}(L, Q)$. Motivated by the significance of Lipschitzian matrix in $\operatorname{LCP}(M, q)$, Balaji et al. [3] studied the Lipschitzian property in $\operatorname{SDLCP}(L, Q)$. They showed that, unlike in the standard LCP, the GUS-property need not imply the Lipschitzian property. They also proved that if $L$ on $S^{n}$ has the Lipschitzian property, then $L$ has the GUS-property under the assumption that $L$ is monotone.

For a real $n \times n$ matrix $A$, consider the Lyapunov transformation $L_{A}$, the Stein transformation $S_{A}$, and the multiplication transformation $M_{A}$ defined on $S^{n}$ respectively by

$$
L_{A}(X)=A X+X A^{T}, \quad S_{A}(X)=X-A X A^{T}, \quad \text { and } \quad M_{A}(X)=A X A^{T} .
$$

These transformations have been extensively studied, and are related to dynamical systems, see $[9,10]$. The following results have been proved in [3].
(i) $L_{A}$ has the Lipschitzian $Q$-property if and only if $L_{A}$ is strongly monotone which implies the GUS-property.
(ii) If $S_{A}$ has the Lipschitzian $Q$-property, then $I-A$ is positive definite.
(iii) When $A$ is symmetric, $M_{A}$ has the Lipschitzian property if and only if $M_{A}$ is strongly monotone.

When $A$ is normal, $S_{A}$ has the Lipschitzian $Q$-property if and only if $S_{A}$ is strongly monotone, see [10].
Gowda et al. [13] extended several concepts from standard and semidefinite LCPs to the setting of symmetric cone LCPs. They showed that if $L$ has the Lipschitzian GUS-property, then $L$ has the positive principal minor property. As a generalization of this result, Balaji [2] proved that if $L$ on $V$ has the Lipschitzian Q-property, then $L$ has the positive principal minor property. This also extends a result in $\operatorname{LCP}(M, q)$ which was proved by Murthy et al. [16, Theorem 4]. However, it is not known if the Lipschitzian Q-property in $V$ implies the GUS-property.

In this paper, we are concerned with the Lipschitzian property of linear transformations on $V$. Balaji [1] has shown that if $L$ on $S^{n}$ has the Lipschitzian Q-property, then $(i, i)$-entry of $L\left(E_{i}\right)$ is positive for all $i=1,2, \ldots, n$ where $E_{i}$ is the diagonal matrix with one in the $(i, i)$-entry and zero elsewhere. In Section 3, we generalize the above result for a linear transformation on Euclidean Jordan algebras. We show that if $L$ on $V$ has the Lipschitzian property and $\operatorname{LCP}(L, q)$ has a solution for every invertible element $q$ in $V$, then $\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$. We show by an example that the converse need not be true. However, we obtain the equivalence for Lyapunov-like transformations, Stein transformations and quadratic representations which generalizes some of the results in [3]. Further, we prove that if the relaxation transformation $R_{A}$ has the Lipschitzian $Q$-property in $V$, then $A$ is a $P$-matrix. In particular, we study the Lipschitzian $Q$-property of $R_{A}$ in the space of $S^{n}$ and $\mathcal{L}^{n}$.

## 2. Preliminaries

### 2.1. Euclidean Jordan algebras

In this section, we recall some basic concepts and results from Euclidean Jordan algebras. For more details, we refer to $[7,13]$.

A Euclidean Jordan algebra is a triple ( $V, \circ,\langle\cdot, \cdot\rangle$ ), where $(V,\langle\cdot, \cdot\rangle)$ is a finite dimensional inner product space over $\mathbb{R}$ and $(x, y) \mapsto x \circ y: V \times V \rightarrow V$ is a bilinear mapping satisfying the following conditions:
(a) $x \circ y=y \circ x$ for all $x, y \in V$,
(b) $x \circ\left(x^{2} \circ y\right)=x^{2} \circ(x \circ y)$ for all $x, y \in V$, where $x^{2}:=x \circ x$, and
(c) $\langle x \circ y, z\rangle=\langle y, x \circ z\rangle$ for all $x, y, z \in V$.

In $V$, the set of squares $K=\{x \circ x: x \in V\}$ is a symmetric cone [7]. We write $y \geqslant 0$ if $y \in K$, and $y \leqslant 0$ when $-y \geqslant 0$.

Theorem 2.1 [13]. For $x, y \in V$, the following conditions are equivalent:
(i) $x \geqslant 0, y \geqslant 0$, and $\langle x, y\rangle=0$.
(ii) $x \geqslant 0, y \geqslant 0$, and $x \circ y=0$.

The algebra $\mathcal{L}^{n}$ : Consider $\mathbb{R}^{n}(n>1)$ with the usual inner product. Let $x=\binom{x_{0}}{\bar{x}} \in \mathbb{R}^{n}$, where $x_{0} \in \mathbb{R}$ and $\bar{x} \in \mathbb{R}^{n-1}$. Define the Jordan product $x \circ y$ in $\mathbb{R}^{n}$ by

$$
x \circ y=\binom{x_{0}}{\bar{x}} \circ\binom{y_{0}}{\bar{y}}:=\binom{\langle x, y\rangle}{ x_{0} \bar{y}+y_{0} \bar{x}} .
$$

We denote this Euclidean Jordan algebra $\left(\mathbb{R}^{n}, \circ,\langle.,\rangle.\right)$ by $\mathcal{L}^{n}$, and its cone of squares by $\mathcal{L}_{+}^{n} . \mathcal{L}_{+}^{n}$ is called the Lorentz cone (or the second order cone) and is given by $\mathcal{L}_{+}^{n}=\left\{x: x_{0} \geqslant\|\bar{x}\|\right\}$.

For $x \in V$, we define $m(x):=\min \left\{k>0:\left\{e, x, \ldots, x^{k}\right\}\right.$ is linearly dependent $\}$ and rank of $V$ by $r=\max \{m(x): x \in V\}$. An element $c \in V$ is an idempotent if $c^{2}=c$; it is primitive idempotent if it is nonzero and cannot be written as a sum of two nonzero idempotents. A finite set $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ of primitive idempotents in $V$ is a Jordan frame if $e_{i} \circ e_{j}=0$ for $i \neq j$, and $\sum_{i=1}^{m} e_{i}=e$, where $e$ is the identity element in $V$ satisfies $y \circ e=y$ for all $y \in V$.

Theorem 2.2 (The spectral decomposition theorem [7]). Let $V$ be a Euclidean Jordan algebra with rank $r$. Then for every $x \in V$, there exists a Jordan frame $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ and real numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}$ such that $x=\lambda_{1} e_{1}+\lambda_{2} e_{2}+\cdots+\lambda_{r} e_{r}$. The numbers $\lambda_{i}$ (with their multiplicities) are uniquely determined by $x$ and are called the eigenvalues of $x$.

The expression $\lambda_{1} e_{1}+\lambda_{2} e_{2}+\cdots+\lambda_{r} e_{r}$ is the spectral decomposition of $x$. The set of all eigenvalues of $x$ is called the spectrum of $x$ and is denoted by $\sigma(x)$. We say that $x$ is invertible if every eigenvalue of $x$ is nonzero.

For $x \in V$, we define the corresponding Lyapunov transformation $L_{x}: V \rightarrow V$ by $L_{x}(z)=x \circ z$. We say that elements $x$ and $y$ operator commute if $L_{x} L_{y}=L_{y} L_{x}$. It is known that $x$ and $y$ operator commute if and only if $x$ and $y$ have their spectral decompositions with respect to a common Jordan frame [7].

Peirce decomposition: Let $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ be a fixed Jordan frame in $V$. For $i, j \in\{1,2, \ldots, r\}$, consider the eigenspaces

$$
V_{i i}:=\left\{x \in V: x \circ e_{i}=x\right\}=\mathbb{R} e_{i}
$$

and when $i \neq j$,

$$
V_{i j}:=\left\{x \in V: x \circ e_{i}=\frac{1}{2} x=x \circ e_{j}\right\} .
$$

Theorem 2.3 [7]. The space $V$ is the orthogonal direct sum of the spaces $V_{i j}(i \leqslant j)$. Furthermore, (i) $V_{i j} \circ V_{i j} \subset V_{i i}+V_{j j}$, (ii) $V_{i j} \circ V_{j k} \subset V_{i k}$ if $i \neq k$, and (iii) $V_{i j} \circ V_{k l}=\{0\}$ if $\{i, j\} \cap\{k, l\}=\emptyset$.

Thus, given any Jordan frame $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$, we can write any element $x \in V$ as

$$
x=\sum_{i=1}^{r} x_{i} e_{i}+\sum_{i<j} x_{i j},
$$

where $x_{i} \in \mathbb{R}$ and $x_{i j} \in V_{i j}$.
Quadratic representation: Given any element $a$ in $V$, the quadratic representation of $a$ is the linear map $P_{a}: V \rightarrow V$ defined by $P_{a}(x)=2 a \circ(a \circ x)-a^{2} \circ x$.
Principal subtransformations: Given a Jordan frame $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ in V , we define $V^{(l)}:=V\left(e_{1}+e_{2}+\right.$ $\left.\cdots+e_{l}, l\right):=\left\{x \in V: x \circ\left(e_{1}+e_{2}+\cdots+e_{l}\right)=x\right\}$ for $1 \leqslant l \leqslant r$. Then $V^{(l)}$ (called the eigenspace of $\left.e_{1}+e_{2}+\cdots+e_{l}\right)$ is a subalgebra of $V$ with rank $l[7]$. Let $P^{(l)}$ denote the orthogonal projection from $V$ onto $V^{(l)}$. For a linear transformation $L: V \rightarrow V$, let $L_{\left\{e_{1}, e_{2}, \ldots, e_{l}\right\}}:=P^{(l)} L: V^{(l)} \rightarrow V^{(I)}$. We call $L_{\left\{e_{1}, e_{2}, \ldots, e_{l}\right\}}$ a principal subtransformation of $L$. The determinant of this transformation is called a principal minor of $L$. If all the principal minors of $L$ are positive, then we say that $L$ has the positive principal minor property.

### 2.2. Linear complementarity concepts

Given a linear transformation $L: V \rightarrow V$, we say that $L$ is/has
(a) strongly monotone if $\langle L(x), x\rangle>0$ for all $0 \neq x \in V$;
(b) strictly copositive on $K$ if $\langle L(x), x\rangle>0$ for all $0 \neq x \in K$;
(c) the GUS (globally uniquely solvable)-property if $\operatorname{LCP}(L, q)$ has a unique solution for all $q \in V$;
(d) the GUS-property on $K$ if $\operatorname{LCP}(L, q)$ has a unique solution for all $q \in K$;
(e) the P-property if
[ $x$ and $L(x)$ operator commute and $x \circ L(x) \leqslant 0] \Rightarrow x=0 ;$
(f) the $Q$-property if $\operatorname{LCP}(L, q)$ has a solution for all $q \in V$;
(g) the Lipschitzian property if there exists a constant $C>0$ such that

$$
\operatorname{SOL}(L, q) \subseteq \operatorname{SOL}\left(L, q^{\prime}\right)+C\left\|q-q^{\prime}\right\| B
$$

for all $q, q^{\prime} \in V$ satisfying $\operatorname{SOL}(L, q) \neq \emptyset$ and $\operatorname{SOL}\left(L, q^{\prime}\right) \neq \emptyset$. Here $B$ is the closed unit ball in $V$, and $\operatorname{SOL}(L, q)$ is the set of all solutions of $\operatorname{LCP}(L, q)$.
(h) the Lipschitzian Q-property if $L$ has the Lipschitzian and Q-property;
(i) a Z-transformation if $x, y \in K$, and $\langle x, y\rangle=0 \Rightarrow\langle L(x), y\rangle \leqslant 0$;
(j) a Lyapunov-like transformation if

$$
x, y \in K, \quad \text { and }\langle x, y\rangle=0 \Rightarrow\langle L(x), y\rangle=0 .
$$

Various interconnections between the above properties have been studied in [2,11-14,17-19]. In particular, for the implications $(a) \Rightarrow(c) \Rightarrow(e) \Rightarrow(f)$ and $(b) \Rightarrow(d) \Rightarrow(f)$, see $[13,18]$.

## 3. The Lipschitzian Q-property

Balaji et al. [3, Theorem 3.1] showed that if a linear transformation $L$ on $S^{n}$ has the Lipschitzian property and $\operatorname{SOL}(L, I)=\{0\}$, then $(i, i)$-entry of $L\left(E_{i}\right)$ is positive (equivalently, $\left\langle L\left(E_{i}\right), E_{i}\right\rangle>0$ ) for all $i=1,2, \ldots, n$. Here $I$ is the identity matrix, and $E_{i}$ is the symmetric matrix of order $n$ with one in the
( $i, i$ )-entry and zero elsewhere, which is a primitive idempotent in $S^{n}$. This result also holds if $L$ has the Lipschitzian Q-property [1, Theorem 3.2.1]. We extend these results to Euclidean Jordan algebras.

Theorem 3.1. Suppose $L: V \rightarrow V$ has the Lipschitzian property and $\operatorname{SOL}(L, q)$ is nonempty for every invertible element $q$ in $V$. Then $\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$.

Proof. Let $c$ be a primitive idempotent in $V$. When the $r(=\operatorname{rank}$ of $V)$ is one, $V=\mathbb{R} c$ and any solution $x$ of $\operatorname{LCP}(L,-c)$ is a positive multiple of $c$, say, $x=\lambda c$ with $\lambda>0$. From complementarity, $L(x)=c$, and so $c=\lambda L(c)$. This implies $\langle L(c), c\rangle>0$. Now suppose that $r>1$. Then by the spectral decomposition of $e-c$, there exists a Jordan frame $\left\{e_{1}=c, e_{2}, \ldots, e_{r}\right\}$ in $V$. For each $k \in \mathbb{N}$, let $p_{k}=-e_{1}+k e_{2}+\cdots+k e_{r}$ and $q_{k}=k e_{2}+k e_{3}+\cdots+k e_{r}$. Then $p_{k}$ is invertible in $V$. Since $q_{k} \geqslant 0$, we have $0 \in \operatorname{SOL}\left(L, q_{k}\right)$. By our assumption, there exists $x_{k} \in \operatorname{SOL}\left(L, p_{k}\right)$ such that $0 \in x_{k}+C\left\|q_{k}-p_{k}\right\| B$ for all $k \in \mathbb{N}$, where $C>0$ and $B$ is the closed unit ball in $V$. Since $\left\|q_{k}-p_{k}\right\|=\left\|e_{1}\right\|$, we have $\left\|x_{k}\right\| \leqslant C\left\|e_{1}\right\|$. This means that the sequence $\left\{x_{k}\right\}$ is bounded. Without loss of generality, assume that $x_{k} \rightarrow x$.

Let

$$
\begin{aligned}
& x_{k}=\sum_{i=1}^{r} \alpha_{i}^{(k)} e_{i}+\sum_{i<j} x_{i j}^{(k)} \\
& L\left(x_{k}\right)=\sum_{i=1}^{r} \beta_{i}^{(k)} e_{i}+\sum_{i<j} y_{i j}^{(k)} \text { and } \\
& x=\sum_{i=1}^{r} \alpha_{i} e_{i}+\sum_{i<j} x_{i j}
\end{aligned}
$$

be the Peirce decomposition of $x_{k}, L\left(x_{k}\right)$ and $x$ with respect to the Jordan frame $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ respectively. We claim that $\alpha_{i}=0$ for $i=2, \ldots, r$. Since $x_{k} \in \operatorname{SOL}\left(L, p_{k}\right)$, we have $\left\langle x_{k}, L\left(x_{k}\right)+p_{k}\right\rangle=0$. This implies that $\left\langle\alpha_{1}^{(k)} e_{1},\left(\beta_{1}^{(k)}-1\right) e_{1}\right\rangle+\sum_{i=2}^{r}\left\langle\alpha_{i}^{(k)} e_{i},\left(\beta_{i}^{(k)}+k\right) e_{i}\right\rangle+\sum_{i<j}\left\langle x_{i j}^{(k)}, y_{i j}^{(k)}\right\rangle=0$, and hence $\sum_{i=2}^{r}\left\langle\alpha_{i}^{(k)} e_{i}, e_{i}\right\rangle=-\frac{1}{k}\left[\left\langle\alpha_{1}^{(k)} e_{1},\left(\beta_{1}^{(k)}-1\right) e_{1}\right\rangle+\sum_{i=2}^{r}\left\langle\alpha_{i}^{(k)} e_{i}, \beta_{i}^{(k)} e_{i}\right\rangle+\sum_{i<j}\left\langle x_{i j}^{(k)}, y_{i j}^{(k)}\right\rangle\right]$. Since $x_{k} \rightarrow x, \alpha_{i}^{(k)} \rightarrow \alpha_{i}$ and $x_{i j}^{(k)} \rightarrow x_{i j}$. Because $\left\{L\left(x_{k}\right)\right\}$ converges, $\left\{\beta_{i}^{(k)} e_{i}\right\}$ and $\left\{y_{i j}^{(k)}\right\}$ converge. Letting $k \rightarrow \infty$ in the above expression, we have $\sum_{i=2}^{r}\left\langle\alpha_{i} e_{i}, e_{i}\right\rangle=0$. Now $x_{k} \geqslant 0$ implies that $\alpha_{i}^{(k)} \geqslant 0$ for all $k$ and hence $\alpha_{i} \geqslant 0$. Therefore $\alpha_{i}=0$ for $i=2, \ldots, r$. From Proposition 3.2 in [11], we have $x=\alpha_{1} e_{1} \in V_{11} \cap K$. Since $K$ is self-dual and $x_{k} \in \operatorname{SOL}\left(L, p_{k}\right),\left\langle L\left(x_{k}\right)+p_{k}, e_{1}\right\rangle \geqslant 0$. This implies that $\left\langle L\left(x_{k}\right), e_{1}\right\rangle \geqslant\left\|e_{1}\right\|^{2}$. Taking limits and observing $x=\alpha_{1} e_{1}$, we get $\alpha_{1}\left\langle L\left(e_{1}\right), e_{1}\right\rangle \geqslant\left\|e_{1}\right\|^{2}>0$. Thus, $\langle L(c), c\rangle>0$.

Corollary 3.1. Let $L: V \rightarrow V$ be a linear transformation. Under each of the following conditions, the Lipschitzian property of $L$ implies $\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$.
(i) L has the Q-property.
(ii) $\operatorname{SOL}(L, q)=\{0\}$ for some $q \in \operatorname{int}(K)$.
(iii) L is a cone invariant transformation; i.e., $L(K) \subseteq K$.

Proof. Assume that $L$ has the Lipschitzian property.
If (i) holds, then the result follows from the above theorem.
Suppose that condition (ii) holds. Then by Lemma 5 in [2], $L$ has the GUS property on $K$. This implies that $L$ has the $Q$-property and hence condition (i) holds. Thus, we have $\langle L(c), c\rangle>0$ for all primitive idempotents $c \in V$.

Now, suppose that condition (iii) holds. We claim that $\operatorname{SOL}(L, e)=\{0\}$, where $e \in \operatorname{int}(K)$ is the identity element of $V$. Clearly, $0 \in \operatorname{SOL}(L, e)$. Let $x \in \operatorname{SOL}(L, e)$. Then $x \geqslant 0$ and $\langle x, L(x)+e\rangle=0$. Since $L(K) \subseteq K,\langle x, L(x)\rangle \geqslant 0$. This implies that $\langle x, e\rangle=0$. By Theorem 2.1, we have $x \circ e=x=0$. Hence condition (ii) holds. This completes the proof.

Remark 3.1. If $L$ has the Lipschitzian $Q$-property, then $L$ has the positive principal minor property [2, Theorem 5] which implies that $\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$ [17, Lemma 3.1]. One can ask whether the conditions of Theorem 3.1 imply the Lipschitzian $Q$-property or the positive principal minor property. We do not have an answer for this question.

As an illustration of Theorem 3.1, we provide the following examples. The proof of these results are modifications of the proof of Example 3.3 in [18] and Corollary 4.1 in [19].

Example 3.1. Let $A=\left[a_{i j}\right] \in \mathbb{R}^{n \times n}$. Consider the Lyapunov transformation $L_{A}$ and the Stein transformation $S_{A}$. Then
(i) $\left\langle L_{A}(c), c\right\rangle>0$ for all primitive idempotents $c$ in $S^{n}$ if and only if $A$ is positive definite.
(ii) $\left\langle S_{A}(c), c\right\rangle>0$ for all primitive idempotents $c$ in $S^{n}$ if and only if $I \pm A$ are positive definite, where $I$ is the identity matrix.

Example 3.2. When $V=\mathcal{L}^{n},\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$ if and only if $\langle L(z), z\rangle>$ 0 for all nonzero $z$ in the boundary of $\mathcal{L}_{+}^{n}$.

The following examples show that both the conditions in the hypothesis of Theorem 3.1 are essential.
Example 3.3. Consider the Euclidean Jordan algebra $\mathbb{R}^{2}$ with the usual inner product and Jordan product $x \circ y=x * y$. Let $M=\left[\begin{array}{ll}-1 & -2 \\ -1 & -1\end{array}\right]$. Then $\operatorname{LCP}(M, q)$ has no solution for all $-q \in \operatorname{int}\left(\mathbb{R}_{+}^{2}\right)$, which are invertible elements in $\mathbb{R}^{2}$. We see that every principal minor of $M$ is negative. Since all the entries of $M$ are negative, $M$ has the Lipschitzian property [8, Theorem 14]. But, $\left\langle M e_{1}, e_{1}\right\rangle=-1 \leqslant 0$, where $e_{1}=\binom{1}{0}$ is a primitive idempotent in $\mathbb{R}^{2}$.

Example 3.4. Let $A=\left[\begin{array}{ll}-1 & 2 \\ -2 & 2\end{array}\right]$. Consider the Lyapunov transformation $L_{A}$ on $S^{2}$. Since $A$ is positive stable, $L_{A}$ has the $Q$-property [ 9 , Theorem 5]. As $A$ is not positive definite, $L_{A}$ does not have the Lipschitzian property [3, Theorem 3.3]. Also by Example 3.1, we have $\langle L(c), c\rangle \leqslant 0$ for some primitive idempotent $c$ in $S^{2}$.

The following example shows that the converse of the Theorem 3.1 is not true even for self-adjoint cone invariant transformation.

Example 3.5. Let $L: \mathcal{L}^{2} \rightarrow \mathcal{L}^{2}$ be defined by $L\left(\binom{x_{0}}{x_{1}}\right)=\binom{2 x_{0}}{-x_{1}}$. We see that $L$ is induced on $\mathbb{R}^{2}$ by the matrix $\left[\begin{array}{cc}2 & 0 \\ 0 & -1\end{array}\right]$ and $L$ is self-adjoint. It is easy to show that $L\left(\mathcal{L}_{+}^{2}\right) \subseteq \mathcal{L}_{+}^{2}$. Let $z \neq 0$ belongs
to the boundary of $\mathcal{L}_{+}^{2}$. Then by the spectral decomposition, there exists a Jordan frame $\left\{e_{1}, e_{2}\right\}$ such that $z=\lambda e_{1}$, where $\lambda>0$ and $e_{1}=\frac{1}{2}\binom{1}{u}$ with $u \in \mathbb{R}$ and $|u|=1$ [17, Lemma 4.1]. Since $\left\langle L\left(e_{1}\right), e_{1}\right\rangle=\frac{1}{4}$, we have $\langle L(z), z\rangle>0$. By Example 3.2, $\langle L(c), c\rangle>0$ for all idempotents $c$ in $\mathcal{L}^{2}$. From Proposition 3.1 in [12], $L$ has the $Q$-property. Since the determinant of $L$ is not positive, $L$ does not have the positive principal minor property [13, Example 2.2]. Hence $L$ does not have the Lipschitzian property [2, Theorem 5].

In spite of the above example, we show below that the converse of Theorem 3.1 holds for Lyapunovlike and Stein transformations on $V$.

Theorem 3.2. Let $L: V \rightarrow V$ be a Lyapunov-like transformation. Then the following are equivalent:
(i) L is strongly monotone.
(ii) L has the Lipschitzian Q-property.
(iii) $\langle L(c), c\rangle>0$ for all primitive idempotents $c$ in $V$.

Proof. The equivalence of ( $i$ ) and (ii) follows from Theorem 6 in [2].
(ii) $\Rightarrow$ (iii): This follows from Corollary 3.1.
(iii) $\Rightarrow(i)$ : Let $0 \neq x \in V$. By the spectral decomposition, $x=\sum_{i=1}^{r} \alpha_{i} e_{i}$, where $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ is a Jordan frame. Since $L$ is a Lyapunov-like transformation, $\left\langle L\left(e_{i}\right), e_{j}\right\rangle=0$ if $i \neq j$. Therefore, $\langle L(x), x\rangle=\sum_{i=1}^{r} \alpha_{i}^{2}\left\langle L\left(e_{i}\right), e_{i}\right\rangle$. Since $\left\langle L\left(e_{i}\right), e_{i}\right\rangle>0$ for all $i$, we have $\langle L(x), x\rangle>0$. Thus, $L$ is strongly monotone.

It was shown in [3, Theorem 3.3] that the Lyapunov transformation $L_{A}$ on $S^{n}$ is strongly monotone if and only if $L_{A}$ has the Lipschitzian $Q$-property (which is equivalent to $A$ is positive definite). Since $L_{A}$ is a Lyapunov-like transformation on $S^{n}$ [14], the above result generalizes the Theorem 3.3 in [3].

It has been proved in [3, Theorem 3.2] that the Stein transformation $S_{A}$ on $S^{n}$ has the Lipschitzian $Q$-property implies $I-A$ is positive definite. Further, if $A \in S^{n}$, then $S_{A}$ has the Lipschitzian $Q$-property if and only if $I \pm A$ are positive definite [4, Theorem 5.1.3]. If $A \in S^{n}$, we have $S_{A}(X)=X-A X A=$ $\left(I-P_{A}\right)(X)$. We now extend this result to general Euclidean Jordan algebras.

Theorem 3.3. Let $a \in V$. Consider the Stein transformation $S_{a}$ defined on $V$ by $S_{a}=I-P_{a}$. Then the following statements are equivalent:
(i) $S_{a}$ is strongly monotone.
(ii) $S_{a}$ has the Lipschitzian Q-property.
(iii) $\left\langle S_{a}(c), c\right\rangle>0$ for all primitive idempotents $c$ in $V$.
(iv) $\sigma( \pm a) \subseteq(-1,1)$.

Proof. Let $a=\sum_{i=1}^{r} \lambda_{i} e_{i}$, where $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ is a Jordan frame.
The implication (i) $\Rightarrow$ (ii) follows from Proposition 2.3.11 in [6].
(ii) $\Rightarrow$ (iii): This follows from Corollary 3.1.
(iii) $\Rightarrow(i v)$ : Suppose that $\left\langle S_{a}(c), c\right\rangle>0$ for all primitive idempotents $c$ in $V$. Now, $\left\langle S_{a}\left(e_{i}\right), e_{i}\right\rangle=$ $\left\|e_{i}\right\|^{2}-\left\langle P_{a}\left(e_{i}\right), e_{i}\right\rangle$. Since $\left\langle S_{a}\left(e_{i}\right), e_{i}\right\rangle>0$ and $P_{a}\left(e_{i}\right)=\lambda_{i}^{2} e_{i}$, we have $1-\lambda_{i}^{2}>0$ for all $i$. This implies that $\lambda_{i} \in(-1,1)$ for all $i$. Thus, $\sigma( \pm a) \subseteq(-1,1)$.
$(i v) \Rightarrow(i)$ : Suppose that $\sigma( \pm a) \subseteq(-1,1)$. Then $1-\lambda_{i}^{2}>0$ for all $i$. Let $x=\sum_{i=1}^{r} \beta_{i} e_{i}$, where $\beta_{i}>0$. Then $P_{a}(x)=\sum_{i=1}^{r} \lambda_{i}^{2} \beta_{i} e_{i}$ and hence $S_{a}(x)=\sum_{i=1}^{r}\left(1-\lambda_{i}^{2}\right) \beta_{i} e_{i}$. Thus, there exists a $x \in$ $\operatorname{int}(K)$ such that $S_{a}(x) \in \operatorname{int}(K)$. Since $S_{a}$ is a $Z$-transformation and self-adjoint, $S_{a}$ is strongly monotone [14, Corollary 1].

Balaji et al. [3] showed that if $A$ is symmetric, then for the multiplication transformation $M_{A}$, strong monotonicity property is equivalent to Lipschitzian property. We see that if $A \in S^{n}$, then the quadratic representation $P_{A}=M_{A}$. Thus, the next result generalizes the Theorem 3.5 in [3].

Theorem 3.4. Let $a \in V$. Then the following are equivalent:
(i) $P_{a}$ is strongly monotone.
(ii) $P_{a}$ has the Lipschitzian property.
(iii) $\left\langle P_{a}(c), c\right\rangle>0$ for all primitive idempotents $c$ in $V$.

Proof. It is enough to show that $(i i i) \Rightarrow(i)$. Suppose (iii) holds. Since $P_{a}(K) \subseteq K$ [12, Proposition 6.1], the condition ( iii ) is equivalent to $\operatorname{SOL}\left(P_{a}, 0\right)=\{0\}$ [12, Proposition 3.1]. Therefore, by Theorem 6.5 in [12], we have $P_{a}$ is strongly monotone.

The relaxation transformation $R_{A}$ [19]: Let $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$ be a Jordan frame in $V$ and $A \in R^{r \times r}$. We define $R_{A}: V \rightarrow V$ as follows.

For any $x \in V$, write the Peirce decomposition $x=\sum_{i=1}^{r} x_{i} e_{i}+\sum_{i<j} x_{i j}$. Then $R_{A}(x)=\sum_{i=1}^{r} y_{i} e_{i}+$ $\sum_{i<j} x_{i j}$, where $\left(y_{1}, y_{2}, \ldots, y_{r}\right)^{T}=A\left(x_{1}, x_{2}, \ldots, x_{r}\right)^{T}$.

In [4], it has been shown that for the relaxation transformation $R_{A}$ on $S^{n}$ with respect to the Jordan frame $\left\{E_{1}, E_{2}, \ldots, E_{n}\right\}$, the Lipschitzian $Q$-property implies $A$ is a $P$-matrix. We now generalize this result to Euclidean Jordan algebras. We need the following lemmas.

Lemma 3.1. Let $V$ be a Euclidean Jordan algebra of rank $r$ and $A \in \mathbb{R}^{r \times r}$. If $R_{A}$ has the $Q$-property in $V$, then $A$ is a $Q$-matrix.

Proof. Let $q$ be a vector in $\mathbb{R}^{r}$ such that $q^{T}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right)$. Take $u=\alpha_{1} e_{1}+\cdots+\alpha_{r} e_{r} \in V$. Since $R_{A}$ has the $Q$-property, there exists $v$ in $\operatorname{SOL}\left(R_{A}, u\right)$. Let $v=\sum_{i=1}^{r} \beta_{i} e_{i}+\sum_{i<j} v_{i j}$ be the Peirce decomposition of $v$ with respect to the Jordan frame $\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$. Then $R_{A}(v)=\sum_{i=1}^{r} \gamma_{i} e_{i}+$ $\sum_{i<j} v_{i j}$, where $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r}\right)^{T}=A\left(\beta_{1}, \beta_{2}, \ldots, \beta_{r}\right)^{T}$. Since $v \in \operatorname{SOL}\left(R_{A}, u\right)$, we have $\beta_{i} \geqslant 0$, $\gamma_{i}+\alpha_{i} \geqslant 0$ and $\beta_{i}\left(\gamma_{i}+\alpha_{i}\right)=0$ for all $i$. This shows that $x \in \operatorname{SOL}(A, q)$, where $x^{T}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{r}\right)$. Hence the result.

Lemma 3.2. If $R_{A}$ has the Lipschitzian property in $V$, then $A$ is a Lipschitzian matrix.
Proof. Let $p, q \in \mathbb{R}^{r}$ with $\operatorname{SOL}(A, p) \neq \emptyset$ and $\operatorname{SOL}(A, q) \neq \emptyset$. We now show that if $p^{T}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right)$ and $q^{T}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{r}\right)$, then $\operatorname{SOL}\left(R_{A}, u\right) \neq \emptyset$ and $\operatorname{SOL}\left(R_{A}, v\right) \neq \emptyset$, where $u=\alpha_{1} e_{1}+\cdots+\alpha_{r} e_{r}$ and $v=\beta_{1} e_{1}+\cdots+\beta_{r} e_{r}$. Let $x \in \operatorname{SOL}(A, p)$ such that $x^{T}=\left(x_{1}, x_{2}, \ldots, x_{r}\right)$ and $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r}\right)^{T}=$ $A\left(x_{1}, x_{2}, \ldots, x_{r}\right)^{T}$. Then $x_{i} \geqslant 0, \gamma_{i}+\alpha_{i} \geqslant 0$ and $x_{i}\left(\gamma_{i}+\alpha_{i}\right)=0$ for all $i$. Take $w=x_{1} e_{1}+\cdots+x_{r} e_{r}$. Then $R_{A}(w)=\gamma_{1} e_{1}+\cdots+\gamma_{r} e_{r}$, and hence $w \in \operatorname{SOL}\left(R_{A}, u\right)$. Thus, $\operatorname{SOL}\left(R_{A}, u\right) \neq \emptyset$ and $\operatorname{SOL}\left(R_{A}, v\right)$ $\neq \emptyset$. Since $R_{A}$ has the Lipschitzian property, there exists a constant $K>0$ such that $\operatorname{SOL}\left(R_{A}, u\right) \subseteq$ $\operatorname{SOL}\left(R_{A}, v\right)+K\|u-v\| B$, where $B$ is a closed unit ball in $V$. Further, there exists a $z \in \operatorname{SOL}\left(R_{A}, v\right)$ such that $\|w-z\| \leqslant K\|u-v\|$. Let $z=\sum_{i=1}^{r} y_{i} e_{i}+\sum_{i<j} z_{i j}$. Then as in the proof of Lemma 3.1, we have $y \in \operatorname{SOL}(A, q)$, where $y^{T}=\left(y_{1}, y_{2}, \ldots, y_{r}\right)$. Now $\left[\sum_{i=1}^{r}\left(x_{i}-y_{i}\right)^{2}\right] \min _{1 \leqslant j \leqslant r}\left\|e_{j}\right\|^{2} \leqslant$ $\sum_{i=1}^{r}\left(x_{i}-y_{i}\right)^{2}\left\|e_{i}\right\|^{2} \leqslant\|w-z\|^{2}$ and hence $\|x-y\|_{2} \min _{1 \leqslant j \leqslant r}\left\|e_{j}\right\| \leqslant\|w-z\|$, where $\|\cdot\|_{2}$ is the Euclidean norm in $\mathbb{R}^{r}$. Also $\|u-v\|^{2}=\sum_{i=1}^{r}\left(\alpha_{i}-\beta_{i}\right)^{2}\left\|e_{i}\right\|^{2} \leqslant\left[\sum_{i=1}^{r}\left(\alpha_{i}-\beta_{i}\right)^{2}\right] \max _{1 \leqslant k \leqslant r}\left\|e_{k}\right\|^{2}$ which implies that $\|u-v\| \leqslant\|p-q\|_{2} \max _{1 \leqslant k \leqslant r}\left\|e_{k}\right\|$. Since $\|w-z\| \leqslant K\|u-v\|$, we have $\|x-y\|_{2} \leqslant C\|p-q\|_{2}$, where $C=K \frac{\max _{1 \leqslant k \leqslant r}\left\|e_{k}\right\|}{\min _{1 \leqslant k \leqslant r}\left\|e_{k}\right\|}$. Thus, $\operatorname{SOL}(A, p) \subseteq \operatorname{SOL}(A, q)+C\|p-q\|_{2} B_{1}$, where $B_{1}$ is the closed unit ball in $\mathbb{R}^{r}$. This completes the proof.

Theorem 3.5. Suppose that $R_{A}: V \rightarrow V$ has the Lipschitzian $Q$-property, then $A$ is a $P$-matrix.
Proof. Assume that $R_{A}$ has the Lipschitzian Q-property. Then by Lemmas 3.1 and 3.2 , $A$ is a Lipschitzian $Q$-matrix. This implies that $A$ is a $P$-matrix [16, Theorem 4].

We below specialize our study of Lipschitzian $Q$-property of $R_{A}$ on $S^{n}$ and $\mathcal{L}^{n}$. Let $E$ be a square matrix with zero diagonal entries and ones elsewhere. Now we have the following result.

Corollary 3.2. The following statements hold:
(i) When $V=\mathcal{L}^{2}, R_{A}$ has the Lipschitzian Q-property if and only if $A$ is a P-matrix.
(ii) If $V=\mathcal{L}^{n}(n \geqslant 3)$ and $R_{A}$ has the Lipschitzian $Q$-property, then $A$ is a $P$-matrix and $A+E$ is strictly copositive on $R_{+}^{2}$.
(iii) If $V=S^{n}$ and $R_{A}$ has the Lipschitzian Q-property, then A is a P-matrix and $A+E$ is strictly copositive on $R_{+}^{n}$.

## Proof.

(i) "Only if" part follows from Theorem 3.5.
"If" part: Suppose $A$ is a $P$-matrix. Then $R_{A}$ has the $P$-property [19, Proposition 5.1]. Since $\mathcal{L}_{+}^{2}$ is polyhedral, $P$-property implies Lipschitzian Q-property [13, Theorem 23].
(ii) Suppose that $R_{A}$ has the Lipschitzian $Q$-property on $\mathcal{L}^{n}$, where $n \geqslant 3$. By Theorem 3.5, it is enough to show that $A+E$ is strictly copositive on $R_{+}^{2}$. From Corollary 3.1 and Example 3.2, we have $\left\langle R_{A}(z), z\right\rangle>0$ for all $z \neq 0$ on the boundary of $\mathcal{L}_{+}^{n}$. This implies that $A+E$ is strictly copositive on $R_{+}^{2}$ [17, Proposition 5.2].
(iii) The proof is similar to that of Theorem 5.1 in [19].

The following example shows that if $A$ is a Lipschitzian matrix, then $R_{A}$ need not have the Lipschitzian property. This also shows that the converse of Theorem 3.5 is not true.

Example 3.6. Let $V=S^{2}$ or $\mathcal{L}^{n}(n \geqslant 3)$ and $A=\left[\begin{array}{cc}1 & -5 \\ 0 & 1\end{array}\right]$. Then $A$ is a $P$-matrix. Hence $A$ is a Lipschitzian matrix [15], and $R_{A}$ has the $P$-property [19]. This implies that $R_{A}$ has the $Q$-property. But, $A+E=\left[\begin{array}{cc}1 & -4 \\ 1 & 1\end{array}\right]$ is not strictly copositive on $R_{+}^{2}$, as $\left\langle(A+E)\binom{1}{1},\binom{1}{1}\right\rangle=-1 \leqslant 0$. Therefore, by above theorem, $R_{A}$ does not have the Lipschitzian property with respect to any Jordan frame in $V$.
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