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Abstract—The two-user multiple-input multiple-output
(MIMO) Gaussian X channel consists of two transmitters and
two receivers with each transmitter having an independent
message to each receiver. The sum capacity of the two-user
MIMO Gaussian X channel is determined in a noisy interference
regime. This sum capacity is achieved by using Gaussian
codebooks for the messages on both the direct links (or both the
cross links) and treating the interference from the cross links
(or direct links) as noise.

Keywords—Interference channel, X channel, sum capacity,
MIMO.

I. INTRODUCTION

The two-user Interference Channel (IC) consists of two
interfering transmitter-receiver pairs where each transmitter
has a message to its own receiver. The sum capacity of the
two-user scalar Gaussian IC in the noisy interference regime
was determined in [1]. In this regime, the cross links are
weak enough that using Gaussian codebooks and treating the
interference as noise is sum-capacity optimal. A similar noisy
interference regime was obtained for the two-user multiple-
input multiple-output (MIMO) Gaussian IC in [2].
The two-user X channel (XC) is a generalization of the two-

user IC where both transmitters have independent messages for
both receivers. Thus, there are four messages instead of two
messages. In [3], it was shown that in the noisy interference
regime the sum capacity of the scalar Gaussian XC is the
same as that of the scalar Gaussian IC. Therefore, treating
interference as noise and transmitting only two messages
is optimal even for the scalar Gaussian XC in the noisy
interference regime [3]. In this work, we first obtain a similar
result for the MIMO Gaussian XC (see Fig. 1). We show that in
the noisy interference regime identified in [2] the sum capacity
of the MIMO Gaussian XC is the same as that of the MIMO
Gaussian IC. This is proved by appropriately using the genie
chosen in [3] along with the proof technique used in [2] for the
MIMO Gaussian IC. Then, the results for the multiple-input
single-output (MISO) Gaussian IC and single-input multiple-
output (SIMO) Gaussian IC in [2] are also extended to the
MISO Gaussian XC and SIMO Gaussian XC, respectively.
Finally, the sum capacity and the corresponding optimal power
allocation are determined for the symmetric diagonal MIMO
Gaussian X channel in the noisy interference regime.
It should be noted that a single noisy interference region for

the IC corresponds to multiple noisy interference regions for
the XC. Two such cases are where : (1) the cross links are
weak and the interference from the cross links can be treated
as noise while decoding the direct messages, or (2) the direct
links are weak and the interference from the direct links can
be treated as noise while decoding the cross messages. In the

This work was done at the Department of Electrical Engineering, Indian
Institute of Technology Madras. Praneeth Kumar V. is now with ISRO,
Bangalore, India. Srikrishna Bhashyam is with the Department of Electrical
Engineering, Indian Institute of Technology Madras, Chennai, India.

W11

W21

W12

W22

Enc.1

Enc.2

x1
H11

H22

H12

H21

z1

z2

Dec.1

Dec.2
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Fig. 1. Two user MIMO Gaussian X channel

symmetric diagonal MIMO XC, each of the parallel XCs could
be in any of the above two noisy interference regimes for the
overall MIMO XC to be in a noisy interference regime.

II. SYSTEM MODEL

We consider the two user MIMO Gaussian XC in Fig. 1,
which is same as the MIMO Gaussian IC except that each
transmitter has separate independent messages for both re-
ceivers. The MIMO Gaussian XC is described by the following
equations:

y1 = H11x1 + H12x2 + z1, (1a)

y2 = H21x1 + H22x2 + z2, (1b)

where xi is a ti × 1 vector, yi, zi are ri × 1 vectors,
Hij is ri × tj channel matrix and ti, rj are the number of
antennas at the transmitter i, receiver j respectively. Noise
vector zi ∼ N (0, Iri×ri

) and is i.i.d. across time. The average
power constraint on the ith transmitter over an n symbol
duration is

1

n

n
∑

k=1

E
[

xikxT
ik

]

∈ Qi, (2)

where Qi = {Qi : Qi � 0, tr(Qi) ≤ Pi} .
Rate Rij is the rate of reliable transmission from transmitter

j to receiver i. An achievable rate over the MIMO Gaussian
XC is charaterized by the rate 4-tuple (R11, R21, R12, R22).
The capacity region is defined as the closure of all achievable
rate tuples, and the sum capacity is the maximum achievable
sum rate R11 + R21 + R12 + R22.

III. SUM CAPACITY IN THE NOISY INTERFERENCE

REGIME

The MIMO Gaussian X channel is defined by the pa-
rameters {H11,H21,H12,H22} and the power constraints
{P1, P2}. Let us denote the channel in Fig. 1 by
GXC(H11,H21,H12,H22, P1, P2).

Definition 1 (Dual Channel):
GXC(H21,H11,H22,H12, P1, P2) is the dual channel
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of GXC(H11,H21,H12,H22, P1, P2) and is described by the
following equations:

y
′

1 = H21x
′

1 + H22x
′

2 + z
′

1

y
′

2 = H11x
′

1 + H12x
′

2 + z
′

2.

The dual channel can be obtained from the original chan-
nel by re-indexing receiver 1 in the original channel as
receiver 2 in the dual channel, and receiver 2 in the orig-
inal channel as receiver 1 in the dual channel. Messages

W
′

11,W
′

21,W
′

12,W
′

22 in the dual channel are the same as
messages W21,W11,W22,W12 respectively, for the original
channel.
Remark 1: (R11, R21, R12, R22) is achievable in the

channel GXC(H11,H21,H12,H22, P1, P2) if and only if

(R
′

11, R
′

21, R
′

12, R
′

22) = (R21, R11, R22, R12) is achievable in
the channel GXC(H21,H11,H22,H12, P1, P2).
Remark 2: GXC(H11,H21,H12,H22, P1, P2) and the dual

channel GXC(H21,H11,H22,H12, P1, P2) have the same sum
capacity.

A. Treating Interference as Noise (TIN) scheme

In the Treating Interference as Noise (TIN) scheme for
GXC(H11,H21,H12,H22, P1, P2), only the two direct mes-
sages W11,W22 are sent using Gaussian codebooks and the
interference is treated as noise at both receivers. Let RX

TIN be
the achievable sum rate by treating interference as noise for
given Q1,Q2 and

(Q∗
1,Q

∗
2) = arg max

Qi∈Qi,i∈{1,2}

RX
TIN (Q1,Q2). (3)

Another TIN scheme would be to send only the two cross
messages W12,W21 using Gaussian codebooks and treat in-
terference as noise at the receivers. This is the same as using
the TIN scheme with direct messages for the dual channel
GXC(H21,H11,H22,H12, P1, P2).

B. Noisy interference regime

First, we determine the noisy interference regime where the
TIN scheme with direct messages is sum capacity optimal. The
noisy interference regime where the TIN scheme with cross
mesages is sum capacity optimal follows directly by applying
the result for direct messages to the dual channel.
Theorem 1: If there exist matrices A1, A2, Σ1 ≻ 0, Σ2 ≻

0, full rank matrices (Q∗
1,Q

∗
2) that solve problem (3), and they

satisfy the following conditions:

Σ1 � I − A2Σ
−1
2 AT

2 (4)

Σ2 � I − A1Σ
−1
1 AT

1 (5)

AT
1 (H12Q

∗
2H

T
12)

−1H11 − H21 = 0 (6)

AT
2 (H21Q

∗
1H

T
21)

−1H22 − H12 = 0, (7)

the sum capacity of the MIMO Gaussian X channel
GXC(H11,H21,H12,H22, P1, P2) is achieved by the TIN
scheme with direct messages only, and is given by:

CX
sum = RX

TIN (Q∗
1,Q

∗
2) (8)

= max
Qi∈Qi,i∈{1,2}

1

2
log

∣

∣

∣
I + H11Q1H

T
11

(

I + H12Q2H
T
12

)−1
∣

∣

∣

+
1

2
log

∣

∣

∣
I + H22Q2H

T
22

(

I + H21Q1H
T
21

)−1
∣

∣

∣
. (9)

Proof: Consider the genie-aided channel with a genie
providing side information s1, W21 to receiver 1 and s2, W12

to receiver 2, where

s1 = H21x1 + w1

s2 = H12x2 + w2

and

[

zi

wi

]

∼ N

(

0,

[

I Ai

AT
i Σi

])

.

Here, s1 and s2 are chosen as for the MIMO-IC in [2], and
W21 and W12 are provided to receivers 1 and 2 respectively
as in [3] for the SISO XC. Using Fano’s inequality, we have

n(R11 + R12 − ǫ)

≤ I(W11,W12;y
n
1 , sn

1 ,W21) (10)

= I(W11,W12;y
n
1 , sn

1 |W21) + I(W11,W12;W21) (11)

(a)
= I(W11,W12; s

n
1 |W21) + I(W11,W12;y

n
1 |s

n
1 ,W21) (12)

= h(sn
1 |W21) − h(sn

1 |W11,W12,W21)

+ h(yn
1 |s

n
1 ,W21) − h(yn

1 |s
n
1 ,W11,W12,W21) (13)

= h(sn
1 |W21) − h(H21x

n
1 + wn

1 |W11,W12,W21)

+ h(yn
1 |s

n
1 ,W21)

− h(H11x
n
1 + H12x

n
2 + zn

1 |s
n
1 ,W11,W12,W21) (14)

(b)
= h(sn

1 |W21) − h(wn
1 ) + h(yn

1 |s
n
1 ,W21)

− h(H12x
n
2 + zn

1 |w
n
1 ,W12) (15)

(c)

≤ h(sn
1 |W21) − h(wn

1 ) + h(yn
1 |s

n
1 )

− h(H12x
n
2 + zn

1 |w
n
1 ,W12) (16)

= h(sn
1 |W21) − nh(w1) + h(yn

1 |s
n
1 )

− h(H12x
n
2 + zn

1 |w
n
1 ,W12) (17)

(d)

≤ h(sn
1 |W21) − nh(w1) + nh(y1G|s1G)

− h(H12x
n
2 + zn

1 |w
n
1 ,W12) (18)

where step (a) follows from the independence of the messages,
step (b) follows from the deterministic encoding of W11,W21

to xn
1 , step (c) follows from the fact that conditioning reduces

the entropy, and step (d) is because the Gaussian distribution
maximizes the conditional entropy [2, Lemma 7].
Similarly, we have

n(R21 + R22 − ǫ) ≤ h(sn
2 |W12) − nh(w2) + nh(y2G|s2G)

− h(H21x
n
1 + zn

2 |w
n
2 ,W21). (19)

Adding (18) and (19), we have

n(CGA−X
sum − 2ǫ) ≤ [h(sn

1 |W21) − h(H21x
n
1 + zn

2 |w
n
2 ,W21)]

+ [h(sn
2 |W12) − h(H12x

n
2 + zn

1 |w
n
1 ,W12)]

− nh(w1) + nh(y1G|s1G)

− nh(w2) + nh(y2G|s2G), (20)

where CGA−X
sum is the sum capacity of the genie-aided MIMO

XC. Now, consider the first term in (20).

h(sn
1 |W21) − h(H21x

n
1 + zn

2 |w
n
2 ,W21)

= h(H21x
n
1 + wn

1 |W21) − h(H21x
n
1 + zn

2 |w
n
2 ,W21)

(e)
= h(H21x

n
1 + wn

1 |W21) − h(H21x
n
1 + vn

1 |W21)
(f)
= h(H21x

n
1 + wn

1 |W21) − h(H21x
n
1 + wn

1 + ṽn
1 |W21)

= −I(ṽn
1 ;H21x

n
1 + wn

1 + ṽn
1 |W21)

(g)

≤ −I(ṽn
1 ;H21x

n
1 + wn

1 + ṽn
1 )
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(h)

≤ −nI(ṽ1;H21x1G + w1 + ṽ1)

= nh(s1G) − nh(H21x1G + z2|w2)

where vn
1 is the MMSE error in estimating zn

2 given wn
2 and

vn
1 ∼ N

(

0, I − A2Σ
−1
2 AT

2

)

, and step (e) follows from [2,

Lemma 9]. In step (f), ṽn
1 ∼ N

(

0, I − A2Σ
−1
2 AT

2 − Σ1

)

and is independent of wn
1 . Since the covariance matrix has

to be positive semidefinite, we get the condition (4). Step (f)
follows since wn

1 + ṽn
1 has the same marginal as vn

1 . Step
(g) follows since ṽ1 is independent of W21 and conditioning
reduces entropy. Step (h) follows from the worst case noise
result [2, Lemma 8]. Similarly, the second term in (20) can
also be simplified and we get condition (5) in the process.
Overall, we get

n(CGA−X
sum − 2ǫ) ≤ [nh(s1G) − nh(H21x1G + z2|w2)]

+ [nh(s2G) − nh(H12x2G + z1|w1)]

− nh(w1) + nh(y1G|s1G) − nh(w2) + nh(y2G|s2G)

=

2
∑

i=1

nI(xiG;yiG, siG)
△
= nRGA−X

TIN (Q1,Q2).

Therefore, we have

CGA−X
sum ≤ RGA−X

TIN (Q1,Q2) for some Qi ∈ Qi

≤ max
Qi∈Qi,i∈{1,2}

RGA−X
TIN (Q1,Q2),

resulting in CGA−X
sum = maxQi∈Qi,i∈{1,2} RGA−X

TIN (Q1,Q2).
At this point, for a given Q1, Q2, the genie-aided outer
bound RGA−X

TIN (Q1,Q2) is the same as the genie-aided outer
bound in [2] for the MIMO-IC. Therefore, the remaining
steps that involve proving that the genie does not increase
sum capacity, i.e., proving the smart genie conditions (6), (7)
and RGA−X

TIN (Q∗
1,Q

∗
2) = RX

TIN (Q∗
1,Q

∗
2), where Q∗

1,Q
∗
2 are

full rank matrices, are similar to [2, Theorem 1] and are not
repeated here.

Theorem 2: If there exist matrices A1, A2, Σ1 ≻ 0, Σ2 ≻
0, full rank matrices (Q∗

1,Q
∗
2) which solve problem (3), and

they satisfy the following conditions:

Σ1 � I − A2Σ
−1
2 AT

2 (21)

Σ2 � I − A1Σ
−1
1 AT

1 (22)

AT
1 (H22Q

∗
2H

T
22)

−1H21 − H11 = 0 (23)

AT
2 (H11Q

∗
1H

T
11)

−1H12 − H22 = 0, (24)

the sum capacity of GXC(H11,H21,H12,H22, P1, P2) is
achieved by using the TIN scheme with cross messages only,
and is given by

CX
sum = RX

TIN (Q∗
1,Q

∗
2) (25)

= max
Qi∈Qi,i∈{1,2}

1

2
log

∣

∣

∣
I + H21Q1H

T
21

(

I + H22Q2H
T
22

)−1
∣

∣

∣

+
1

2
log

∣

∣

∣
I + H12Q2H

T
12

(

I + H11Q1H
T
11

)−1
∣

∣

∣
. (26)

Proof: Apply Theorem 1 to the dual channel GXC
(H21,H11,H22,H12, P1, P2) and use Remark 2.

IV. SYMMETRIC MISO AND SIMO GAUSSIAN XCS

Now, we state the results for the symmetric MISO and
SIMO Gaussian XCs. The main difference between the
MISO and MIMO cases is in proving RGA−X

TIN (Q∗
1,Q

∗
2) =

RX
TIN (Q∗

1,Q
∗
2). However, given that the genie-aided outer

bound RGA−X
TIN (Q1,Q2) in Theorem 1 is the same as the

bound in [2], this part remains the same as in [2, Theorem
2] and [2, Theorem 3]. Therefore, the proofs are not included.

A. Symmetric MISO Gaussian XC

A symmetric MISO Gaussian XC can be simplified to the
following standard form [2] [4, Section 4.1]:

y1 = dT x1 + hcT x2 + z1 (27a)

y2 = hcT x1 + dT x2 + z2, (27b)

where d = [cos θ sin θ]T , θ ∈ (0, π
2 ), c = [1 0]T . Note that

(Q∗
1,Q

∗
2) are unit rank matrices [5] in the MISO case and

not full rank as required in Theorems 1 and 2 for the MIMO
case. Here, we need to find sufficient conditions on h for the
TIN scheme to achieve sum capacity in the noisy interference
regime. Following an approach similar to [2, Theorem 2], we
get the following result.
Theorem 3: The sum capacity of the MISO Gaussian X

channel GXC(dT , hcT , hcT ,dT , P, P ) is given by

CX
sum =















log

[

1 +
h2P cos2 θ

1 + P
+ h2P sin2 θ

]

, h ≥ h0(θ, P )

log

[

1 +
P cos2 θ

1 + h2P
+ P sin2 θ

]

, h ≤ h1(θ, P )

(28)
where h0(θ, P ) and h1(θ, P ) are the positive solutions to the
equations (29) and (30), respectively.

(

1

h2
0

− sin2 θ

)

=

(

cos θ

1 + P
−

1

h0

)2

+

(29)

(

h2
1 − sin2 θ

)

=

(

cos θ

1 + h2P
−

1

h1

)2

+

. (30)

Equation (30) specifies the condition under which sum capacity
is achieved using the TIN scheme with direct messages only.
Equation (29), which is obtained using the dual channel,
specifies the condition under which sum capacity is achieved
using the TIN scheme with cross messages only.

B. Symmetric SIMO Gaussian XC

A symmetric SIMO Gaussian XC can be simplified to the
following standard form:

y1 = dx1 + hcx2 + z1 (31a)

y2 = hcx1 + dx2 + z2, (31b)

where d = [cos θ sin θ]T , θ ∈ (0, π
2 ), c = [1 0]T . Following an

approach similar to [2, Theorem 3], we get this result.

Theorem 4: The sum capacity of the SIMO Gaussian X
channel GXC(d, hc, hc,d, P, P ) is also given by equation (28)
where h0(θ, P ), and h1(θ, P ) are the positive solutions to the
equations (29) and (30), respectively. Under these conditions
SIMO XC achieves the same sum capacity as MISO XC.

C. Numerical Results

The noisy interference regime for the MISO and SIMO
Gaussian XCs is illustrated in Figure 2. If h is greater than
h0(θ, P ), or lesser than h1(θ, P ), the sum capacity is achieved
using the TIN scheme. This noisy interference regime com-
prises a larger set of channels when compared to the MIMO
IC result, which has only the h1(θ, P ) bound. The bounds
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Fig. 2. Lower and upper bounds on h for MISO and SIMO Gaussian
symmetric X channel with P = 0 dB

for SISO X channel, a special case of MISO X channel with
θ = 0, are: |h(1 + h2P )| < 0.5, |(1 + P )/h| < 0.5, and
were derived in [3, Theorem 6.1]. As P → ∞ , h0(θ, P ) and
h1(θ, P ) curves approach 1/ sin(θ) and sin(θ) respectively.

V. SYMMETRIC DIAGONAL MIMO GAUSSIAN XC

In this section, we consider the case when H11, H12, H21,
and H22 are n × n diagonal resulting in n parallel SISO
Gaussian X channels. For simplicity, we will focus on the
case where each SISO channel is symmetric. Further, let P
be the total transmit power constraint for each transmitter in
the MIMO XC. If each of the n parallel XCs is in the noisy
interference regime for SISO XCs, then the sum capacity of
the diagonal MIMO XC is achieved by treating interference
as noise in each channel and by optimally allocating power
between the n channels. We now determine the optimal power
allocation that achieves sum capacity in this noisy interference
regime.
For each of the n parallel SISO XCs, either the cross links

could be weak or the direct links could be weak. Let hi denote
the channel coefficient corresponding the weak cross (or direct)
links and let the direct (or cross) links be 1. Since each channel
is in the noisy interference regime, we have 2hi(1+h2

i P ) ≤ 1
for each i. Let αiP be the power allocated by transmitter 1 to
the ith parallel X channel, and βiP be the power allocated by
transmitter 2 to the ith parallel XC. For a given choice of αi’s
and βi’s, the sum capacity of the symmetric diagonal MIMO
Gaussian XC is

C(α1, · · · , αn, β1, · · · , βn) =

n
∑

i=1

CX(hi, αi, βi), (32)

where CX(hi, αi, βi) is the sum capacity of the ith parallel
SISO XC in the noisy interference regime given by

CX(hi, αi, βi) =
1

2
log

(

1 +
αiP

1 + h2
i βiP

)

+
1

2
log

(

1 +
βiP

1 + h2
i αiP

)

. (33)

The sum capacity of the symmetric diagonal MIMO Gaussian
XC is obtained by maximizing the above sum capacity in (32)
over all αi’s and βi’s subject to

∑n
i=1 αi ≤ 1,

∑n
i=1 βi ≤ 1,

αi ≥ 0, and βi ≥ 0.
Theorem 5: The sum capacity of the symmetric diagonal

MIMO Gaussian XC is achieved by choosing αi = βi for
each i and

αi =

[

√

1 + 4νPh2
i (h

2
i + 1) − (2h2

i + 1)

2h2
i (h

2
i + 1)P

]+

, (34)

with ν > 0 chosen such that
∑n

i=1 αi = 1.
Proof: First, observe that CX(hi, αi, βi) =

CX(hi, βi, αi). Furthermore, the component of the gradient
of CX(hi, αi, βi) in the direction normal to the αi = βi

line can be shown to be non-negative for αi ≥ βi and
2h2

i (1 + h2
i P ) ≤ 1. Therefore, αi = βi is optimal. Now, we

need to maximize
n

∑

i=1

CX(hi, αi, αi) =

n
∑

i=1

log

(

1 +
αiP

1 + h2
i αiP

)

. (35)

Since CX(hi, αi, αi) is increasing in αi, the optimal αi’s in
(34) can be obtained using the Lagrangian dual and the Karush-
Kuhn-Tucker conditions.

Remark 3: As expected, more power is allocated to a chan-
nel with smaller hi, i.e., lesser interference. However, the
solution is different from standard water-filling since the first
term in (34) also depends on hi and does not correspond to a
constant “water-level”.

VI. CONCLUSIONS

Two noisy interference regimes were determined for the
MIMO Gaussian XC corresponding to the two TIN schemes:
one with direct messages only, and the other with cross mes-
sages only. Thus, the noisy interference regime of the MIMO
XC comprises a larger subset of channel conditions than the
noisy interference regime of MIMO IC. This larger regime
was illustrated using numerical results for MISO and SIMO
Gaussian XCs. The symmetric diagonal MIMO Gaussian XC
was also studied and an optimal power allocation determined
in the noisy interference regime.
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