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We experimentally demonstrate the effect of dynamic environment coupling in a system of
coupled piecewise linear time-delay electronic circuits with mutual and subsystem coupling
configurations. Time-delay systems are essentially infinite-dimensional systems with complex
phase-space properties. Dynamic environmental coupling with mutual coupling configuration
has been recently theoretically shown to induce complete (CS) and inverse synchronizations
(IS) [Resmi et al., 2010] in low-dimensional dynamical systems described by ordinary differen-
tial equations (ODEs), for which no experimental confirmation exists. In this paper, we in-
vestigate the effect of dynamic environment for the first time in mutual as well as subsystem
coupling configurations in coupled time-delay differential equations theoretically and experimen-
tally. Depending upon the coupling strength and the nature of feedback, we observe a transition
from asynchronization to CS via phase synchronization and from asynchronization to IS via
inverse-phase synchronization in both coupling configurations. The results are corroborated by
snapshots of the time evolution, phase projection plots and localized sets as observed from the
oscilloscope. Further, the synchronization are also confirmed numerically from the largest Lya-
punov exponents, Correlation of Probability of Recurrence and Correlation Coefficient of the
coupled time-delay system. We also present a linear stability analysis and obtain conditions for
different synchronized states.

Keywords : Dynamic environment coupling; phase and inverse-phase synchronization; complete
and inverse synchronization; piecewise linear time-delay systems.
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1. Introduction

Synchronization is a ubiquitous phenomenon often observed in coupled chaotic and hyperchaotic systems
[Pikovsky et al., 2001; Lakshmanan & Senthilkumar, 2010]. Depending upon the strength and the nature
of coupling, various types of synchronization such as phase synchronization (PS), complete synchroniza-
tion (CS), generalized synchronization, lag and anticipatory synchronizations, inverse phase synchroniza-
tion (IPS) and inverse synchronization (IS) have been observed in coupled dynamical systems. All these
types of synchronization are achieved in ensembles of dynamical systems through some common cou-
pling schemes, namely linear and nonlinear error feedback couplings [Senthilkumar & Lakshmanan, 2007;
Senthilkumar et al., 2006], coupling via dissimilar and/or time-delayed variables [Karnatak et al., 2007;
Murphy et al., 2010; Senthilkumar & Lakshmanan, 2005], inhibitory coupling [Senthilkumar et al., 2009],
coupling via dynamical relaying [Fischer et al., 2006], adaptive coupling [Ren & Zhao, 2007] and also sys-
tems driven by a common noise [Zhou & Kurths, 2002], etc.

In many real world systems, synchronization can occur due to interaction through a common dynamic
medium and hence the systems also evolve similar to their environment under the influence of the latter. For
example, let us consider the synchronization of self-excited nonlinear oscillators suspended on a movable
elastic structure. In this case the oscillators interact with each other through the common elastic beam
(oscillators are excited by the vibrations of the structure). It has been shown that for given conditions
of the elastic structure initially uncorrelated oscillations of each of the oscillators can synchronize with
the frequency of the oscillations of elastic beam (both inphase and antiphase synchronizations have been
identified) [Czolczynski et al., 2007; Kapitaniak et al., 2013]. Other examples include synchronization of
chemical and genetic oscillators [Toth et al., 2006; Kuznetsov et al., 2004; Wang & Chen, 2005], synchro-
nized behavior with self pulsating periodic and chaotic oscillations produced by an ensemble of cold atoms
interacting with a coherent electromagnetic field [Javaloyes et al., 2008], synchronization of cells and in
coupled circadian oscillators due to common global neurotransmitter oscillation [Gonze et al., 2005]. In all
the cases, the coupling function has a dynamics modulated by the system dynamics. In this connection,
Resmi et al [Resmi et al., 2010] have recently shown and verified numerically the existence of various types
of synchronization in low-dimensional chaotic systems which are coupled through a dynamic environment
without intrinsic or coupling time-delay.

Time-delay systems are an important class of dynamical systems which occur in many real world
systems and synchronizing such systems is having potential applications in diverse areas of science, engi-
neering and technology [Atay, 2010; Rosenblum et al., 1996; Rangan & Cai, 2006; Sinha & Sinha, 2005;
Chen & Cohen, 2001; Buscarino et al., 2011; Pham et al., 2012] due to their hyperchaotic nature. During
the past few years, researchers are interested synchronizing such time-delay systems and mostly all known
synchronizations and their transitions are identified and reported in two coupled time-delay systems us-
ing numerical simulations [Lakshmanan & Senthilkumar, 2010]. In contrast, investigations on realizing
synchronization in time-delay systems from an experimental point of view is very limited compared to
their enormous theoretical results. In particular, despite the possibility of realizing time-delay systems
using electronic circuits with some effort, experimental realization of most of the promising theoretical
results remain largely unexplored using electronic circuits. Experimentally generating and synchronizing
such hyperchaotic electronic signals (with multiple positive Lyapunov exponents) is very important where
these signals may be used to hide secret messages in the area of secure communication and cryptogra-
phy [Peng et al., 2003]. Further experimental realizations of theoretical concepts using electronic circuits
with time-delay are being used as test beds before implementing them in photonics systems such as liquid
state machines to achieve high speed processing, which are usually very expensive [Appeltant et al., 2011;
Brunner et al., 2013].

In this paper, we demonstrate experimentally the occurrence of various types of synchronization and
their transitions in indirectly coupled time-delayed electronic circuits with intrinsic time-delay using dy-
namic environment coupling. We carry out these studies in two different coupling configurations, namely
mutual coupling configuration where both the circuits and the environment are mutually sharing their
feedback, and subsystem coupling configuration where both circuits are sharing their feedback with the
environment, while only one of the circuits is receiving feedback from the environment. It is interesting
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Fig. 1. Circuit diagram of a single time delayed feedback oscillator with a nonlinear device (ND) unit, a time-delay unit
(DELAY) and a low pass first-order R0C0 filter.

ND 1 RC Circuit 1 Delay Unit 1

ND 2 RC Circuit 2 Delay Unit 2

U (t)1 U1 (t-T )d

U (t)2 U2 (t-T )d

+Environment

      System
V(t)

Fig. 2. Circuit block diagram of the coupled time delayed feedback oscillator for the mutual coupling configuration (4).

to note that here synchronization occurs between the independently evolving system and the environ-
mentally affected system. Obviously this has important implications in actual physical situations and to
our knowledge this problem has not been studied earlier. Depending upon the coupling strength and the
nature of the feedback, we observe different types of synchronization transitions in the coupled circuits
which include transition from nonsynchronization to CS via PS and from nonsynchronization to IS via IPS
in both coupling configurations. Snapshots of time evolution, phase projection and localized sets of the
circuits as observed from the oscilloscope confirm the existence of different synchronized states experimen-
tally along with corresponding numerical results. Further, the transition to different synchronized states
can be numerically quantified from the changes in the largest Lyapunov Exponents (LEs), Correlation of
Probability of Recurrence (CPR) and Correlation Coefficient (CC) of the coupled systems as a function
of the coupling strength. We also present a detailed linear stability analysis and obtain synchronization
conditions for different synchronized states in the present system.

The remaining paper is organized as follows: In Sec. 2, we will describe briefly the system employed
to demonstrate different synchronized states and explain the circuit realization. In Sec. 3 we explain the
mutual coupling configuration and present experimental and numerical results to confirm various types
of synchronization along with the necessary linear stability analysis. In Sec. 4, we describe the subsystem
coupling configuration and demonstrate the occurrence of different synchronization transitions and, finally,
we summarize our results with conclusion in Sec. 5.
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Fig. 3. (Color online) Snap shots of the time evolution of the coupled systems (yellow U1(t) and green U2(t)) with mutual
coupling configuration (4) obtained from the oscilloscope indicating the existence of (a) IPS and (b) IS in time-delayed
electronic circuits. Vertical scale 2.0v/div and horizontal scale 2.0ms/div. Corresponding numerically obtained time series
with (β1, β2) = (1, 1): (c) IPS for ε = 0.6 and (d) IS for ε = 1.5.
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Fig. 4. (Color online) Experimental (vertical scale 2.0v/div and horizontal scale 2.0v/div) and numerical observations of
phase projections of the coupled systems for mutual coupling configuration: (a) Experimental IPS, (b) experimental IS, (c)
numerical IPS for ε = 0.6 and (d) numerical IS for ε = 1.5.

2. Dynamic Environment Coupling

2.1. System description

First we consider a single scalar delay differential equation given as

ẋ = −αx(t) + βf(x(t− τ)) (1)
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Fig. 5. (Color online) (a)-(d) Experimental realization of phase synchronization in (4) using the framework of localized sets.
(a), (b) The sets are spread over the attractors indicating the absence of phase coherence in the absence of the coupling. (c),
(d) For a sufficiently large value of coupling strength, the sets are localized on the attractors which indicates IPS for mutual
coupling configuration. Vertical scale 2.0v/div and horizontal scale 0.5v/div. (e)-(h) Corresponding numerically obtained
localized sets figures with (β1, β2) = (1, 1) in Eq. (5): (e), (f) For ε = 0 and (g), (h) For ε = 0.6.

where the nonlinear function f(x), is represented by a piecewise linear function

f(x) = AF ∗ −Bx. (2)

Here

F ∗ =







−x∗, x < −x∗

x, −x∗ ≤ x ≤ x∗

x∗, x > x∗.
(3)

The system parameters are fixed as α = 1.0, β = 1.2, time-delay τ = 6.0, A = 5.2, B = 3.5 and x∗ = 0.7
throughout the manuscript. For these chosen parameter values the single system (1) exhibits a hyperchaotic
attractor with three positive LEs [Srinivasan et al., 2011a,b].

2.2. Circuit realization

The design of the electronic circuit which describes the dynamics of Eq.(1) along with the threshold
piecewise linear function f(x) is given in Fig. 1. This circuit consists of a diode based nonlinear device
(ND) with two amplification stages (OA1 and OA2), a time-delay unit (DELAY) and a low-pass first order
R0C0 filter. Here µA741s are engaged as operational amplifiers. V1 and V2 are the constant voltage sources
of all active devices (±12V ). Using thses voltage values V1 and V2, one can easily adjust the threshold
values of the three segment piecewise function (Eq. (3)). By applying the Kirchhoff’s laws to this circuit

the state equation can be written as R0C0
dU(t)
dt

= −U(t) + F [kf (U(t − Td))], where U(t) is the voltage

across the capacitor C0, U(t− Td) is the voltage across the delay unit, Td = n
√
LC is the time-delay, n is

the number of LC filter units, and F [kf (U(t− Td))] is the static characteristic of the ND unit.
To study the circuit equation, we transform it to the dimensionless form (1) by defining the dimension-

less variables and parameters as x(t) = U(t)
Us

, t′ = t
R0C0

, τ = Td

R0C0
, kf = β, and t′ → t. A nonzero Us is chosen

such that ND(Us) = Us. The circuit parameters are fixed as R1 = 1KΩ, R2 = R3 = 10KΩ, R4 = 2KΩ,
R5 = 3KΩ, R6 = 10.4KΩ (trimmer-pot), R7 = 1KΩ, R8 = 5KΩ (trimmer-pot), (R9 = R10 = 1KΩ,
R11 = 10KΩ, R12 = 20KΩ (trimmer-pot), R0 = 1.86KΩ, C0 = 100nF , Li = 12mH (i = 1, 2, · · · , 11),
Ci = 470nF (i = 1, 2, · · · , 10), n = 10. Td = 0.751ms, R0C0 = 0.268ms, and so the time-delay τ ≈ 2.8 for
the chosen circuit parameter values.
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Fig. 6. (Color online) (a) CPR (continuous line), CC (dotted line) and (b) spectrum of maximal LEs for (β1, β2) = (1, 1) in
mutual coupling configuration as a function of coupling strength ε ∈ (0, 2.5).

Fig. 7. (Color online)(a), (b) Snap shots of the time evolution of both coupled circuits (yellow U1(t) and green U2(t))
indicating the existence of (a) PS and (b) CS in coupled time-delayed electronic circuits for mutual coupling configuration.
Vertical scale 2.0v/div and horizontal scale 1.0ms/div. Corresponding numerically obtained time series of the coupled systems
for (β1, β2) = (1,−1): (c) PS for ε = 0.6 and (d) CS for ε = 1.5.

3. Mutual Coupling Configuration

We now construct a circuit which consists of a system of two identical time-delayed sub-circuits with a
threshold piecewise-linear nonlinearity and are coupled indirectly through a common environment. Here
both the circuits and the environment are mutually sharing their feedback with each other and the state
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Fig. 8. (Color online) Experimental (vertical scale 2.0v/div and horizontal scale 2.0v/div) and numerical phase projection
plots of the coupled systems with mutual coupling configuration for (β1, β2) = (1,−1): (a) Experimental PS, (b) experimental
CS, (c) numerical PS for ε = 0.6 and (d) numerical CS for ε = 1.5.

equation for the coupled circuit can be written as

R0C0
dU1(t)

dt
= −α′U1(t) + f [kfU1(t− Td)] +

ε′1β
′
1V (t), (4a)

R0C0
dU2(t)

dt
= −α′U2(t) + f [kfU2(t− Td)] +

ε′1β
′
2V (t), (4b)

R0C0
dV (t)

dt
= −k′V (t)− ε′2

2
[β′

1U1(t) + β′
2U2(t)], (4c)

where U1(t) and U2(t) correspond to the output variables of each circuit and V (t) is the output of the
environmental equation. The schematic diagram for this coupled circuit is sketched in Fig. 2. By defining the

normalized variables and parameters as above and x1,2(t) =
U1,2(t)
Us

, y(t) = V (t)
Vs

one obtains the equivalent
dimensionless equation as follows:

ẋ1(t) = −αx1(t) + βf [x1(t− τ)] + ε1β1y, (5a)

ẋ2(t) = −αx2(t) + βf [x2(t− τ)] + ε1β2y, (5b)

ẏ = −ky − ε2
2
(β1x1 + β2x2), (5c)

where, α′ = α, β′
1,2 = β1,2, ε

′
1,2 = ε1,2 and k′ = k. Here the two systems x1(t) and x2(t) are not directly

coupled to each other, instead they are coupled through a coupling function (y) which has a dynamics
modulated by the system dynamics. ε1 is the strength of the feedback to the systems and ε2 is the strength
of the feedback to the environment (coupling parameters). β1 and β2 are the nature of feedback from and
to the environment, respectively. k is the damping parameter and we choose it as k = 1. In the absence
of feedback from the systems to the environment, the strength of the environment decays exponentially
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Fig. 9. (Color online) (a)-(d) Experimental realization of phase synchronization using the framework of localized sets in
the case of mutual coupling configuration. (a), (b) The sets are spread over the attractors indicating the absence of phase
coherence. (c), (d) The sets are localized on the attractors which indicates phase synchronization. Vertical scale 2.0v/div and
horizontal scale 0.5v/div. (e)-(h) Corresponding numerically obtained localized sets for the case (β1, β2) = (1,−1): (e), (f) for
ε = 0 and (g) ,(h) for ε = 0.6.
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Fig. 10. (Color online) (a) CPR (continuous line), CC (dotted line) and (b) spectrum of maximal LEs for (β1, β2) = (1,−1)
in mutual coupling configuration as a function of coupling strength ε ∈ (0, 2.5).

fast as k > 0. Note that in the absence of delay (τ = 0), the system of Eqs. (5) reduces to the dynamical
system studied by Resmi et al [Resmi et al., 2010].

3.1. Experimental and numerical observations

We have experimentally observed different types of synchronization in the coupled electronic circuits which
are also confirmed using numerical simulations. Depending upon the feedback strength β1 and β2 we observe
two types of synchronization transitions in the coupled systems. When β1 and β2 are of the same sign, for
example (β1, β2) = (1, 1), we observe a transition from non-synchronization to IS via IPS and when β1 and
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Fig. 11. (Color online) (a), (b) Numerically obtained two parameter diagrams in (ε1 − ε2) plane show various types of
synchronization states in the case of mutual coupling configuration for (β1, β2) = (1, 1) and (β1, β2) = (1,−1), respectively.
We mark PS and IPS states when CPR > 0.96. CS and IS states are marked when CC > 0.96 and CC > −0.96, respectively.
In both figures, the white color indicates desynchronized state, grey color in Fig. 11(a) and red color (dark grey) in Fig. 11(b)
represent IPS and PS regimes, respectively. IS state is represented by pink color (dark grey in Fig. 11(a)) and light blue color
(light grey in Fig. 11(b)) indicate the CS region. The black line indicates the analytically obtained stability condition of the
outer regime of the piecewise linear function [Eq. (3)] and blue (dark grey) filled circles indicates the stability condition for
the middle region of the piecewise linear function.

β2 are of different signs, (β1, β2) = (1,−1), then we observe a transition from non-synchronization to CS
via PS as a function of the coupling strength.

3.1.1. The case β1 and β2 with same sign

First, we consider the case (β1, β2) = (1, 1) and for simplicity we have chosen the value of the coupling
strengths as ε1 = ε2 = ε. In the absence of the coupling (ε = 0) both circuits oscillate independently, and
for sufficiently large value of the coupling strength the phase difference between the circuits is exactly π,
that is the systems exhibit IPS. On increasing the coupling strength to further larger values, IS occurrs
between the circuits.

Snapshots of the wave forms of the circuits as seen in the oscilloscope are shown in Fig. 3. The
existence of IPS between the circuits is depicted in Fig. 3(a) where the circuits are evolving with a phase
difference of π but still the amplitudes are uncorrelated. Figure 3(b) shows the realization of IS between
both systems where both phase and amplitude are correlated and occur exactly opposite to each other. In
the corresponding numerical analysis of Eq. (5), we obtain IPS for ε = 0.6 which is depicted in Fig. 3(c) and
this synchronization can also be confirmed both experimentally and numerically using the phase projection
plots which are shown in Figs. 4(a) and 4(c), respectively. On further increase of the coupling strength to
ε = 1.5, the systems exhibit IS where the maxima of both systems occur exactly opposite to each other
for as depicted in Fig. 3(d). The corresponding experimental and numerical phase projection plots of the
systems are given in Figs. 4(b) and 4(d), respectively.

Phase coherence of the systems is further qualitatively visualized both experimentally and numerically
using the framework of localized sets [Pereira et al., 2007]. The basic idea of this characterization is that the
set of points obtained by sampling the time-series of the system 1 whenever the maximum occurs in system
2 is plotted along with the attractor of system 1 and vice versa. If the coupled systems are said to be phase
synchronized then the sets are localized on the attractor, otherwise they spread over the entire attractor
implying asynchronization. This provides an easy and efficient way to detect phase synchronization even
in non-phase-coherent and high dimensional attractors.

The experimental realization of the localized sets can be obtained as follows: The maxima of the
systems state variables of the circuits 1 and 2 are taken as our reference points to demonstrate localized
sets. Using the circuit given in Fig. 7.12 in pp. 147 of [Lakshmanan & Murali, 1995], we generate the
impulse whenever the input signal of the system 2 attains maximum. While the attractor of the system 1 is
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Fig. 12. Circuit block diagram of the coupled time delayed feedback oscillator for subsystem coupling configuration (17).
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Fig. 13. (Color online) Snap shots of the time evolution of both coupled circuits (yellow U1(t) and green U2(t)) indicating the
existence of (a) IPS and (b) IS in coupled time-delayed electronic circuits for subsystem coupling configuration (16). Vertical
scale 5.0v/div and horizontal scale 2.0ms/div. Corresponding numerically obtained time series of the coupled systems with
(β1, β2) = (1, 1): (c) IPS for ε = 1.2 and (d) IS for ε = 2.0.

in the X −Y channel of the oscilloscope, we feed the impulse signal to the Z-input. Whenever the impulse
hits the attractor, one can see the bright spot in the attractor of the system 1. The same is observed
when the impulse generated from the system 1 and superimposed to the attractor of the system 2. The
experimental observation of the localized sets is shown in Fig. 5. In the absence of the coupling (ε = 0), the
sets are distributed over the entire attractor which corresponds to the absence of phase coherence. Figures
5(a) and 5(b) show that the attractors of the two systems along with the sets for the case of nonphase
synchronization. The corresponding numerically obtained figures are plotted in Figs. 5(e) and 5(f) for
ε = 0. For sufficiently large value of the coupling strength, the sets are localized on their corresponding
attractors which confirm a perfect phase locking of the systems [Figs. 5(c) and 5(d)]. The corresponding
numerical figures are plotted in Figs. 5(g) and 5(h) for the value of ε = 0.6.

Next, the transition from nonsynchronization to IS via IPS can be characterized by changes in the
spectrum of maximal LEs. Also the phase coherence is further quantified using the index CPR. Complete
and inverse synchronizations can be quantified using the CC. These are given by the expressions,

CPR = 〈P̄1(t)P̄2(t)〉/σ1σ2, (6)

CC =
〈(x1(t)− 〈x1(t)〉)(x2(t)− 〈x2(t)〉)〉

√

〈(x1(t)− 〈x1(t)〉)2〉〈(x2(t)− 〈x2(t)〉)2〉
, (7)

where 〈 〉 brackets indicate time average. Using Eq. (6), we calculate the index CPR. Here P̄1,2 means
that the mean value has been subtracted, σ1,2 are the standard deviations of P1 and P2 and P (t) is a
generalized autocorrelation function based on recurrence properties [Marwan et al., 2007]. If the phases of
the systems are perfectly locked, then the probability of recurrence is maximal at the time t and CPR ≈ 1,
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Fig. 14. (Color online) (a)-(d) Experimental realization of the framework of localized sets in subsystem coupling configuration
with β1, β2 = (1, 1). (a), (b) The sets are spread over the attractors indicating the absence of phase coherence. (c), (d) The
sets are localized on the attractors which indicates the occurrence of IPS. Vertical scale 2.0v/div and horizontal scale 0.5v/div.
(e)-(h) Corresponding numerically obtained localized sets figures: (e), (f) For ε = 0 and (g), (h) for ε = 1.2.

otherwise the maxima do not occur simultaneously and hence one can expect a drift in both the probability
of recurrence resulting in low values of CPR. Using Eq. (7), we calculate the CC to characterize the CS
and IS between the systems. If both systems are in CS state then, CC ≈ 1 and for IS state CC will be
≈ −1.

In Fig. 6(a) we have plotted the numerically calculated CPR (continuous line), CC (dotted line) and
in Fig. 6(b) we have plotted the ten largest LEs of the coupled systems as a function of the coupling
strength ε ∈ (0, 2.5). In the absence of the coupling (ε = 0), the index CPR and CC are near to zero which
confirms that the systems are evolving without any synchronization with six positive LEs (three for each
systems). If the coupling strength increases, the index CPR also starts to increase towards unit value and
for ε = 0.56, CPR is oscillating near unity (CPR ≈ 0.97) whereas the value of CC becomes negative which
indeed confirms the onset of IPS. Additional confirmation comes from the changes in the LEs, where the
zeroth LE of the coupled system becomes negative at ε = 0.56 which indicates the existence of IPS. If
we increase the coupling strength further, the CC of the coupled systems decreases and reaches the value
≈ −0.99 at ε = 1.39. At this value of ε, except for the three positive LEs, all the other positive LEs of
the coupled systems become negative which indeed confirms the existence of IS in the coupled time-delay
systems.

3.1.2. The case β1 and β2 with opposite sign

Next, we consider the case with (β1, β2) = (1,−1) (different signs). Now we observe a transition from
nonsynchronization to CS via PS as a function of the coupling strength. In this case, for lower values of
coupling strength the individual circuits evolve independently, while for ε = 0.56 the circuits exhibit PS
and for further larger value of ε (ε = 1.39) both systems attain a CS state.

The experimental snap shots and numerical plots of the time series of the coupled systems are depicted
in Figs. 7(a) and 7(c), respectively, for ε = 0.6 indicating that the circuits are evolving with PS. This is
also verified (both experimentally and numerically) using the phase projection plots [Figs. 8(a) and 8(c)],
respectively. On further increase of the coupling strength to ε = 1.5, the circuits exhibit CS with each other
which is depicted in Figs. 7(b) (experimetnal) and 7(d) (numerical). The corresponding experimental and
numerical phase projection plots of the systems are given in Figs. 8(b) and 8(d), respectively.

PS is further confirmed by the frame work of localized sets. The experimental observations of localized
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Fig. 15. (Color online) (a) CPR (continuous line), CC (dotted line) and (b) spectrum of maximal LEs for (β1, β2) = (1, 1)
in subsystem coupling configuration as a function of coupling strength ε ∈ (0, 2.5).

sets are presented in Fig. 9. The sets are distributed over the entire attractors which confirm no synchro-
nization in the absence of the coupling [Figs. 9(a) and 9(b)]. The corresponding numerical figures are shown
in Figs. 9(e) and 9(f) for ε = 0. For a sufficiently large value of coupling strength, the sets are localized
on the attractors which confirm a perfect phase locking between the systems [Figs. 9(c) and 9(d)]. The
equivalent numerical figures are given in Figs. 9(g) and 9(h) for the value of coupling strength ε = 1.5.
We note here that we cannot distinguish IPS and PS using the framework of localized sets. This method
is used to characterize the phase coherence/incoherence depending on the localization of the sets on the
attractor. To differentiate IPS from PS we use other plots such as snapshot of the time evolution and phase
projection plots.

In Fig. 10(a) we have plotted the index CPR, CC and in Fig. 10 (b) we have plotted ten maximal
LEs of the coupled systems as a function of the coupling strength (ε ∈ (0, 2.5)). In the absence of the
coupling, the index CPR and CC ≈ 0 confirming that the systems are independently oscillating without
any synchronization. Once the coupling strength increases beyond 0.5 (ε = 0.56), the index CPR increases
and reaches a value close to unity (CPR ≈ 0.97) and CC becomes ≈ 0.8, confirming the onset of PS but
still the amplitudes are uncorrelated [Fig. 10(a)]. PS is also confirmed from the changes in the LEs where
the zeroth LE of the coupled system becomes negative at ε > 0.5 [Fig. 10(b)]. Further, for ε = 1.39, the CC
of the system reaches the unit value (≈ 0.99) which is depicted in Fig. 10(a) and for this ε value, except
for the three positive LEs, all the other positive LEs of the coupled system become negative confirming
the existence of CS [Fig. 10(b)].

To identify the global picture of occurrence of different synchronization transition regimes, we have
plotted the phase diagrams (obtained using numerical simulation) in the two parameter plane of coupling
strengths (ε1, ε2). We use the index CPR to mark PS and IPS regimes when CPR > 0.96. In addition, CS
region is marked when CC > 0.96 and IS region is marked when CC > −0.96. The phase diagrams in the
(ε1 − ε2) plane for the coupled time-delay systems are shown in Fig. 11(a) and Fig. 11(b) for (β1, β2) =
(1, 1) and (1,−1), respectively. In both figures the white color represents the desynchronized state, grey
color in Fig. 11(a) and red color (dark grey) in Fig. 11(b) correspond to IPS and PS regimes, respectively.
IS is represented by pink color (dark grey) in Fig. 11(a) and light blue color (light grey) indicates CS
regime in Fig. 11(b).
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3.2. Linear stability analysis

In this section, we arrive at the stability condition for the synchronized states of the two dynamically
coupled time-delay systems. To find the stability of the synchronization, we apply an infinitesimal pertur-
bation to the system (5). Let ξ1, ξ2 and z represent the perturbations. Then Eq. (5) can be rewritten as

ξ̇1 = −αξ1 + βf ′(x1τ )ξ1τ + ε1β1z, (8a)

ξ̇2 = −αξ2 + βf ′(x2τ )ξ2τ + ε1β2z, (8b)

ż = −kz − ε2
2
[β1ξ1 + β2ξ2]. (8c)

Here f ′(xτ ) = f ′[x(t− τ)] is the derivative of Eq. (2) and for the two outer regimes of Eq. (3), it can be
written as f ′(xτ ) = −B and for the middle region f ′(xτ ) = (A−B). It is also to be noted that in the recent
papers [Resmi et al., 2010; Banerjee & Biswas, 2013], the time average of the derivative of the nonlinear
function f(x) is approximated as a constant. This makes the entire stability analysis to be generic for
all forms of nonlinearity when the systems are coupled through the environmental coupling scheme (5).
However, the derivative of f(xτ ) in our analysis naturally becomes different constants in different regions
because of the piecewise linear nature of f(xτ ) and hence we assume f ′(x1τ ) = f ′(x2τ ) = φ, for generality.
Here φ = −B in the two outer regions and φ = (A−B) in the middle region.

Equation (8) is difficult to solve in the present form and so we consider the special case of complete
synchronization state (x1 = x2). Now Eq. (8) can be simplified by defining

ξ0 = β1ξ1 + β2ξ2, χ = β2ξ1 − β1ξ2. (9)

So Eq. (8) becomes

ξ̇0 = −αξ0 + βφξ0τ + ε1z(β
2
1 + β2

2), (10a)

ż = −kz − ε2
2
ξ0, (10b)

χ̇ = −αχ+ βφχτ . (10c)

Note that Eqs. (10a) and (10b) are coupled while Eq. (10c) is uncoupled from the other two and corre-
sponds to the perturbation of the uncoupled time-delay system (1) confirming the underlying dynamics is
chaotic/hyperchaotic for chosen parameter values. We note here that for (β1, β2)=(1,-1), ξ0 is a perturba-
tion to the complete synchronization manifold and for (β1, β2)=(1,1) corresponds to a perturbation to the
inverse synchronization manifold. The synchronization state determined by ξ0 is stable if the real part of
all the eigenvalues of Eqs. (10a) and (10b) are negative.

For (β1, β2)=(1,1) or (1,-1), (β2
1 + β2

2) = 2 and eliminating z from Eq. (10), we get

ξ̈0 + (α+ k)ξ̇0 − βφξ̇0τ − βφkξ0τ + (αk + ε1ε2)ξ0 = 0. (11)

Consider a solution of the form

ξ0 = Aeλt, (12)

which on substitution in (11) and after simple algebraic manipulation yields the relation

ε1ε2 > |k(βφ− α)|. (13)

We have considered the middle region of the piecewise linear function where most of the system dynamics
is confined. For (β1, β2)=(1,-1) the stable synchronization is achieved at the threshold value

ε1c =
|k(β(A −B)− α)|

ε2c
. (14)

and for the two outer regimes (|x| > x∗) we obtain the condition

ε1c =
| − k(βB + α)|

ε2c
, (15)
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Fig. 16. (Color online) (a), (b)Snap shots of the time evolution of both coupled circuits (yellow U1(t) and green U2(t))
indicating the existence of (a) PS and (b) CS in coupled time-delayed electronic circuits for subsystem coupling configuration
(16). Vertical scale 5.0v/div and horizontal scale 1.0ms/div. Corresponding numerically obtained time series with (β1, β2) =
(1,−1): (c) PS for ε = 1.2 and (d) CS for ε = 2.0

From Eqs. (15) and (14) one can obtain the threshold value of the coupling strength ε1 for the syn-
chronized state. For the above chosen values and the feedback (β1, β2) = (1, 1) we obtain a transition
from asynchronization to an IS state as shown in Fig. 11. The blue (dark grey) filled circles in Fig. 11(a)
corresponds to the stability condition for the middle regime and the black line to the stability condition of
the two outer regimes of the piecewise linear function. This shows that the numerically obtained IS regime
exactly fits with the analytically obtained stability condition of the middle regime of the piecewise linear
function where most of the dynamics is confined for the asymptotic synchronized state. Similar transi-
tion curves are also observed for transition from asynchronization to CS in the case of (β1, β2) = (1,−1)
[Fig. 11(b)].

4. Subsystem Coupling Configuration

Further, we have also considered a second form of coupling called subsystem coupling configuration, where
both circuits share their feedback with the environment, while only one of the circuits is receiving a feedback
from the environment. The schematic circuit block diagram for this coupling configuration is sketched in
Fig. 12 and the state equations can be given as follows:

R0C0
dU1(t)

dt
= −α′U1(t) + f [kfU1(t− Td)], (16a)

R0C0
dU2(t)

dt
= −α′U2(t) + f [kfU2(t− Td)] +

ε′1β
′
2V (t), (16b)

R0C0
dV (t)

dt
= −k′V (t)− ε′2

2
[β′

1U1(t) + β′
2U2(t)], (16c)

and the corresponding dimensionless equations for this configuration can be written as

ẋ1(t) = −αx1(t) + βf [x1(t− τ)], (17a)

ẋ2(t) = −αx2(t) + βf [x2(t− τ)] + ε1β2y, (17b)

ẏ = −ky − ε2
2
(β1x1 + β2x2). (17c)

Here the circuits of U1(t) and U2(t) (x1(t) =
U1(t)
Us

and x2(t) =
U2(t)
Us

) are sharing their feedback with
the environment but only the circuit of U2(t) is receiving a feedback from the environment. The parameters
are fixed as in the previous case.
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Fig. 17. (Color online) (a)-(d) Experimental realization of the phase synchronization using the framework of the localized
sets in subsystem coupling configuration. (a), (b) The sets are spread over the attractors indicating the absence of phase
coherence. (c), (d) The sets are localized on the attractors which indicates phase synchronization. Vertical scale 2.0v/div and
horizontal scale 0.5v/div. (e)-(h) Corresponding numerically obtained localized sets figures for the case (β1, β2) = (1,−1): (e),
(f) for ε = 0 and (g), (h) for ε = 1.2.

4.1. The case β1 and β2 with same sign

First we consider the case (β1, β2) = (1, 1) and obtain the same kind of transition from IPS (for ε > 1.0) to
IS (for ε > 1.9). The experimental and numerical snap shots of the time evolution of the coupled systems
show IPS for the coupling strength ε = 1.2 which is evident from Figs. 13(a) and 13(c), respectively. If
we increase the coupling to larger values, both circuits attain IS at ε = 2.0 as depicted in Figs. 13(b)
(experimental ) and 13(d) (numerical).

The localized sets plots are again presented to confirm the existence of IPS. The experimentally ob-
tained attractors along with the sets are shown in Figs. 14(a) and 14(b) where the sets are distributed over
the entire attractors in the absence of any coupling and the corresponding numerical figures are depicted
in Figs. 14(e) and 14(f) for ε = 0. For sufficiently large values of the coupling strength, one can observe
that the sets are localized on the attractors confirming the perfect locking of the phases of the systems
[Figs. 14(c) and 14(d)]. The equivalent numerical figures are plotted in Figs. 14(g) and 14(h) for ε = 1.2.

The transition from IPS to IS can again be confirmed by plotting the index CPR, CC and the changes
in the maximal LEs as a function of the coupling strength. In the absence of the coupling, the systems
are evolving without any synchronization (with six positive LEs) and so CPR and CC ≈ 0. For ε = 1.02,
the value of index CPR increases towards unity and reaches the value CPR ≈ 0.97, whereas CC becomes
negative which confirms the onset of IPS state [Fig. 15(a)]. This transition is also confirmed from the changes
in the LEs where the zeroth LE of the coupled system becomes negative for this value of ε indicating the
existence of IPS which is evident from Fig. 15(b). On further increase of the coupling strength to ε = 1.91
the systems exhibit IS transition where the CC becomes ≈ −0.99 [Fig. 15(a)] and from Fig. 15(b), we
notice that except for the three positive LEs, all the other positive LEs become negative confirming the
existence of IS in the coupled time-delay system.

4.2. The case β1 and β2 with opposite sign

Finally, we consider the case (β1, β2) = (1,−1). We obtain a transition from no synchronization to CS
via PS in the coupled time-delayed electronic circuit. The experimental snap shots of the time evolution
of both circuits are displayed in Fig. 16(a) indicating that the systems exhibit PS and the numerically
obtained figure is depicted in Fig. 16(c) for ε = 1.2. CS is observed between the circuits for larger value of
the coupling strength and the experimental wave forms for suitable ε is shown in Fig. 16(b) exhibiting CS.
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Fig. 18. (Color online) (a) CPR (continuous line), CC (dotted line) and (b) spectrum of maximal LEs for subsystem coupling
configuration with (β1, β2) = (1,−1) in subsystem coupling configuration as a function of coupling strength ε ∈ (0, 2.5).

Figure 16(d) shows the numerically obtained time traces of the two systems displaying CS for ε = 2.0.
PS between the circuits can be once again visualized by plotting the localized sets. Figure 17 demon-

strates the experimentally observed attractors along with the sets. In Figs. 17(a) and 17(b) the sets are
distributed over the entire attractor for lower values of coupling strength due to the absence of PS. The
corresponding numerically obtained figures are plotted in Figs. 17(e) and 17(f) for ε = 0. If we increase the
coupling strength to a sufficiently large value, the sets are localized on the attractor as depicted in Figs.
17(c) and 17(d) confirming the phase locking of both systems. The corresponding numerically obtained
figures are plotted in Figs. 17(g) and 17(h) for ε = 1.2.

In the absence of the coupling the systems are evolving freely without any synchronization with six
positive LEs (three for each systems) and so CPR and CC ≈ 0. Beyond ε > 1.0 (ε = 1.02), CPR becomes
≈ 0.97 which confirms the existence of PS which is depicted in Fig., 18(a). At this value of ε, the zeroth LE
of the coupled system becomes negative which is shown in Fig. 18(b). If we increase the coupling strength
further, the CC of the systems increases and reaches the unit value at ε = 1.91 which is evident from
Fig. 18(a) and for this value of coupling strength all the positive LEs (except three positive LEs) become
negative confirming the existence of CS in the coupled time-delay systems [Fig. 18(b)].

The numerically obtained phase diagrams in the (ε1 − ε2) parameter plane of coupling strengths are
plotted to identify the global picture of the regimes of different types of synchronization states of the
coupled time-delay systems (Eq. 17) in Fig. 19(a) and 19(b) for (β1, β2) = (1, 1) and (1,−1), respectively.
In these figures, we mark PS and IPS regimes when CPR > 0.96. Also CS region is marked when CC > 0.96
and IS region is marked when CC > −0.96. In both figures the white color represents the desynchronized
state, grey color in Fig. 19(a) and red color (dark grey) in Fig. 19(b) correspond to IPS and PS regimes,
respectively. IS is represented by the pink color (light grey) in Fig. 19(a) and the light blue (light grey)
color indicate CS region in Fig. 19(b). We have also carried out a linear stability analysis for the above
coupling configuration as in Sec. 3.2 and it gives a condition for the stability of the synchronized states as

ε1c >
2|k(βφ−α)|

ε2c
. From this relation one can obtain the threshold value of the coupling strength for different

synchronized states. For example, we choose φ values as in Sec. 3 and the feedback (β1, β2) = (1, 1), we yield
a transition from no synchronization to an IS state which is plotted along with the numerically obtained
synchronized region. The black points in Fig. 19(a) correspond to the outer regimes of the piecewise linear
function (3) and the blue (dark grey) filled circles indicate the stability state of the middle regime. Similar
to Fig.11, the numerically obtained IS regime exactly fits with the analytically obtained middle regime of
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Fig. 19. (Color online) (a), (b) Numerically obtained two parameter diagrams in (ε1 − ε2) plane shows various types of
synchronization states in subsystem coupling configuration for (β1, β2) = (1, 1) and (β1, β2) = (1,−1), respectively. Color
codes are similar to the Fig. 11.

the piecewise linear function. Figure 19(b) shows the transition curves for the case of (β1, β2) = (1,−1)
which indicates the transition from no synchronization to CS in the subsystem coupling configuration.

5. Conclusion

In this paper, we have experimentally demonstrated the occurrence of various types of synchronization
in coupled piece-wise linear time-delayed electronic circuits with threshold nonlinear function where the
circuits are coupled indirectly through a common dynamic environment. We have carried out these studies
in two different coupling configurations, namely mutual and subsystem coupling configurations. In both
configurations, depending upon the strength of the coupling and the nature of the feedback, we observe
different types of synchronization transitions such as transition from IPS to IS and from PS to CS in
hyperchaotic regimes. Snapshots of the time evolution, phase projection and localized sets plots of the
circuits observed from the oscilloscope confirm the various synchronization phenomenon experimentally.
The corresponding numerical simulations are also presented in detail. Further, the transition to different
synchronization states can be verified from the changes in the maximal LEs, index CPR and CC of the
coupled systems as a function of the coupling strength. Also we have presented a detailed linear stability
analysis to obtain synchronization conditions for different synchronized states. From our investigation, it
is also clear that the concept of localized sets and recurrence quantification measures can be potentially
used to analyze other experimental data and to identify the underlying synchronization transitions.

It is also to be noted that the study carried out in this paper can also be extended to other environ-
mentally coupled systems with and without delay because the coupling scheme does not alter the system
dynamics in phase-space (the structure of the systems is the same for both synchronized and desynchronized
states). In particular, the dynamic coupling occurs in many biological systems (where delay is inherent in
general) where the coupling occurs through many steps and direct coupling is often considered as a sim-
plified concept to interpret the dynamics. An important example of such systems is the population of
cells in which oscillatory reactions are taking place, which communicate via chemicals that diffuse in the
surrounding medium [Katriel, 2008; Kruse & Julicher, 2005; Schibler & Naef, 2005].
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