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ABSTRACT 

 

Both the time domain simulations based on potential flow theory and wave tank model tests are used to evaluate the motion 

responses of a wave energy device. In this work, system identification is applied to obtain the frequency dependent transfer 

functions (between motions and excitations) from a series of model test runs of a wave energy platform exposed to irregular 

(random) waves. This is the first application of Reverse-Multiple Input Single Output (R-MISO) to a realistically (catenary) 

moored system (typical characteristics of wave energy devices) comparing physical model tests with our in-house time domain 

simulation program with addition of a mooring model. Based on the comparisons between the transfer functions from the time 

domain simulations and those from the model tests, reasonable frequency dependent dampings have been directly pulled out 

from the test cases under random sea states. System identification derived corrections to the linear or quadratic damping in 

pitch significantly improved the accuracy of motion responses. In this sense, this methodology can be a powerful tool in 

assisting the accurate simulation and design of wave energy devices under random sea states. 

Keywords: System identification, Reverse-Multiple input single output, Pitch damping, Reverse-Single input single output, Coherence 

function, Floating power system 

1. Introduction 

Ocean wave energy is a promising renewable energy resource that is 

distributed extensively in oceans and coastal areas worldwide. 

Wave energy converters (WEC) are structures designed to 

convert wave energy to electricity [1]. Numerous researchers 

and engineers have been making efforts to innovate, develop 

and optimize WECs. Typical WEC includes oscillating water 

column [2], attenuator, point absorbers, oscillating wave surge 

converter, submerged pressure differential devices, etc. [3]. 

Besides the electricity generating elements, the wave energy 

system also consists of supporting elements (e.g. grid 

connection and control). Designing these structures requires 

accurate predictions of their motion responses under a wide 

range of sea states (especially the incident waves).    

In this study, simulations are performed using the in-house 

time domain simulation program, SIMDYN [4-6]. SIMDYN 

was originally developed to simulate the motions of ships [7,8]. 

After coupling with the open source Mooring Analysis Program 

(MAP++) [9] and making other modifications (e.g. 

incorporating the slowly varying wave drift forces [10]), the 

program is used to simulate the motions of the wave energy 

devices in Marine Dynamics Laboratory (MDL) at Texas A&M 

University. The modified SIMDYN takes frequency domain 

results such as added mass, radiation damping and excitation 

forces from the in-house frequency domain hydrodynamics 

analysis program MDL-HYDROD [11, 12] (similar to WAMIT 

or AQWA LINE). 
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Model test are considered as the "gold standard" for 

examining WEC performances (e.g. [13]). The wave time series 

measured in the model test can be input to SIMDYN to compare 

SIMDYN simulated responses with those from the model tests. 

In this research, the model tests data are open source and 

accessible from Beaufort Research (HMRC) based in Cork, 

Ireland [14]. At the Galway Bay wave energy test site, a floating 

power system (FPS) was designed to supply power, collect data, 

as well as connect to the local grid (a similar system has been 

discussed in [15]). This FPS has been chosen as the benchmark 

model (like in [16]) to verify the simulation program SIMDYN 

(using the hydrodynamic forces from the frequency domain 

program MDL-HYDROD). The FPS has been tested in both 

regular (single frequency) and irregular (random) wave cases 

that were determined based on the sea state records of Galway 

Bay. 

Viscous damping plays an important role in simulating the 

motion responses accurately and that is where the corrections 

based on the model test correlations become critical. Correcting 

the results for viscous damping can be achieved through 

empirical methods [17] or through free decay tests [16]. 

However, for the FPS, empirical equations for typical geometry 

may not be applicable. Unfortunately, the free decay model test 

result for the FPS was also not available.  

Alternatively, the actual damping of the model could be 

evaluated using system identification [18]. Popular system 

identification techniques include Restoring Force Surface (RFS) 

[19, 20], Nonlinear Auto-Regressive Moving Average with 

eXogenous inputs (NARMAX) [21, 22], Hilbert transform [22, 

23] and Reverse-Multiple Input Single Output (R-MISO) [23-
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27]. Somayajula and Falzarano [18] have reviewed and 

discussed the advantages and limitations of these methods when 

applied to marine structures. 

 

(a) q original inputs ����� and one output ����.  

(b) q conditioned inputs ��.���	�!��� and one output ����. 
Fig. 1 MISO model with unconditioned inputs and conditioned inputs

The Marine Dynamics Laboratory (MDL) [28-31] has 

developed an analysis program using the R-MISO technique. 

From system identification, we are able to obtain the actual 

(pitch) effective damping from the FPS model tests conducted at 

the Beaufort Research/HMRC. The floating power device is a 

necessary unit in the wave energy converter (WEC) system. The 

dimensions and geometry of the FPS are similar to point 

absorber type WEC (which is believed to be the most typical 

WEC form). Damping corrections based on system 

identification effectively reduce the motion errors between the 

simulated time histories from SIMDYN and the  measured time 

histories from the model tests. The system identification method 

is general enough, so it’s expected to be applicable to many 

other wave energy structures (including WEC but not limited to 

other stuctures invloved in WEC systems, like the FPS in this 

study). 

2.  Reverse Multiple Input Single Output method 

This section presents the Reverse Multiple Input Single 

Output (R-MISO), which is used to extract the transfer function 

and perform the coherence analysis. This section follows the 

complete derivation in [31]. 

Fig. 1a shows a multiple input single output (MISO) system, 

which consists of q inputs �����, �  1, 2, . . . , � and one output ���� . System identification identifies the optimal transfer 

function from ��  to � , ������ , such that the noise ����  is 

minimized. The original inputs �����  can be converted into 

uncorrelated signals (in Fig. 1b) by conditioning an input with 

the previous inputs: �����  ��:���	�!��� � ��.���	�!���																										�1�	��:���	�!��� is the part of ��  correlated with �	, ��,…, ���	��� 
and ��.���	�!  is the part uncorrelated with �	 , �� ,…, ���	��� . ������  is the transfer function. Therefore, by taking Fourier 

transform of inputs, output and noise, the system can be 

expressed in the frequency domain as: 

���� ������
��	 ����.���	�!��� �  ���																				�2� 

Multiply both sides by 
�! ��.���	�!∗  and get the expected value 

while T → ∞. In equation (3),	"∗" denotes the complex conjugate 

and "$" denotes the expected value.  

%�&!→( 2)$*��.���	�!∗ �+  %�&!→( 2)����$*��.���	�!∗ ��.���	�!+	�
��	� %�&!→( 2) $*��.���	�!∗  +																																															�3� 

Each of the inputs ��.���	�!���  and noise  ���  are 

uncorrelated (zero cross spectra), and the conditioned inputs are 

uncorrelated internally (zero cross spectra). So the following 

equation is achieved: -��.���	�  ���-��.���	�!																																								�4� -��.���	�  is the conditional cross spectrum density and -��.���	� is the conditional auto spectrum density. Similar to (4), 

the transfer functions �/����  between the conditioned inputs ��.���	�!��� and one output ���� are given by: -/�.�/�	�!  �/�-//.�/�	�!																																							�5� 
More generally for �����, if ��./!��� represents the part of ����� that is uncorrelated with �	, ��, … , �� , then: 

����� �����/
��	 ����.���	�!��� � ��./!���

�����/�	
��	 ����.���	�!��� � ��.�/�	�!���														�6� 

Taking the difference between the two right hand sides of the 



 

 

equations (6): ��./!���  ��.�/�	�!��� 3 �/��/.�/�	�!																						�7� 
Multiply both sides by 

�! ��./!∗  and get the expected value 

under the limit T → ∞: 

-��./!  -��.�/�	�! 3 -/�.�/�	�!-//.�/�	�! -�/.�/�	�!																							�8� 
This is the recursion relation that can be used to calculate the 

conditioned cross spectrum -��./!. 
2.1 Transfer function 

For the original (unconditioned) MISO system in Fig. 1a, the 

frequency domain output ���� is: 

���� ������
��	 ������� �  ���																										�9� 

Multiply (9) by 
�!��.���	�!∗  and take the expected value while T 

→ ∞: 

%�&!→( 2) $*��.���	�!∗ �+  %�&!→( 2)����$*��.���	�!∗ ��+	�
��	� %�&!→( 2)$*��.���	�!∗  +																																												�10� 

-��.���	�! �����
��� -��.���	�!																																									�11� 

Divide both sides by -��.���	�! and substitute using (4) and (5): 

��� �����
��� ���									�  1, 2, . . . , �																							�12� 

Equation (12) can be used to calculate ���  from ���  by 

subtracting backwards: 

8���  ���																																																																														���  ��� 3 � ����
���9	 ���							:  � 3 1, � 3 2, … , 2, 1. 					�13� 

2.2 Partial coherence function 

With the conditioning approach, the partial coherence 

functions, denoted as ;��.���	�� , reveal the contribution of the 

conditioned inputs ��.��	��� to the output ����: 
;��.���	�� ���  |-��.���	����|�-��.���	����-�����																									�14� 

The sum of the first n (n ≤ q) partial coherence functions is the 

cumulative coherence function.  The contribution from all the (q) 

inputs to the cumulative coherence function should always be 

less than equal to 1. 

3. Model Test and Time Domain Analysis 

The model tests of the floating power device (see Fig. 2) were 

performed at Beaufort Research/HMRC, Ireland [14]. The 

floating power device is a necessary unit in the wave energy 

conversion (WEC) system. It was selected because:  

(1) Fully public model test data of wave energy devices is rare 

and very valuable. The data we used is open access and the 

necessary information for simulation is complete.  

(2) The system identification method is general enough. 

Actually, the dimensions and geometry of the device are similar 

to a point absorber type wave energy converter (which is 

believed to be the most typical form). 

An additional advantage makes the selected model tests more 

attractive: 

(3) Many other open model test data of wave energy device 

measured the information of generated electricity (voltage, 

current) but the motion and time history (that we need the most) 

is not accessible. This study intentionally selected some tests in 

the rest/survival mode (when no power take off is in place) as it 

reduces uncertainties (the power take off is another nonlinear 

damping/dissipation, which is difficult to be simulated 

accurately without more details). 

The incident wave headings are 0-degree, 30-degree and 60-

degree. The 0-degree heading tests consists of much more sea 

states (wave) so the 0-degree wave heading series are selected 

for verification of SIMDYN and R-MISO analysis. The model 

test configuration is shown in Fig. 3 and as we can see the three 

mooring legs have azimuth difference between each other. The 

configuration (FPS geometry and mooring system configuration) 

is symmetric about the x axis, so we should expect relatively 

small motions in the sway, roll and yaw degree of freedom.  

 

 
Fig. 2 Tested Floating Power System (photo by the Beaufort 

Research/HMRC, with permission)  

From the 1:25 scale model tests, the calibrated incident wave 

at the FPS positions, the motions of the FPS in six degrees of 
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freedom, and the mooring line tensions at the three fairlead 

locations  were measured and pre-processed by  Beaufort 

Research/HMRC [14]. Wave was measured using two wire 

resistive type wave probes. The motion time series were output 

by the Qualisys track manager software. The mooring line 

forces were measured using Futek load cells. 

 
Fig. 3 0° wave test (experiments by Beaufort Research/HMRC, 

reproduced with permission) 

The 0-degree wave heading tests consisted of 43 regular 

incident wave tests  with wave height ranging from 1.0 m ~ 3.0 

m and wave period ranging from 4.0 s ~ 17.5 s. The response 

amplitude operators from the model tests are plotted in Fig. 3 

below. 

 
(a) Surge RAO 

 

(b) Heave RAO 

 
(c) Pitch RAO 

Fig. 3 Response amplitude operators from model tests 

For the three dominant motions: surge, heave and pitch, the 

average error between SIMDYN and the model tests is 5.8%, 

4.3% and 6.4% respectively. The simulation errors are defined 

as follows: $==>=  �?�@A�B 3 ?�@CDE� ?�@CDE⁄ × 100%								�15�	?�@A�B  and ?�@CDE  are the standard deviations from the 

simulations and experiments, respectively. Considering these 

errors are before any damping correction are made in the 

simulations, it means that SIMDYN yields relatively good 

accuracy in predicting the motions (at least for regular incident 

waves). 

There are 20 irregular (random wave) cases in the 0-degree 

heading configuration, but some cases are ignored for the R-

MISO analysis. The reasons for ignoring include that they may 

be not complete, or that the roll, yaw records are unexpectedly 

large (which should not be the case since the configuration is 

symmetric about the x-axis). Therefore, 12 cases are selected for 

system identification analysis and their spectra (Bretschneider) 

are shown in Fig. 4. Detail model test correlation will be 

demonstrated in the next section. 

 
Fig. 4 Irregular sea states selected from R-MISO analysis 

The time domain simulation is conducted with the in-house 

program SIMDYN [6] using the linear option for the inertia 
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forces, the Froude Krylov forces and the hydrostatic forces (as 

SIMDYN is an advanced blended time domain simulator and 

has a nonlinear option for those forces noted). The governing 

equation (see [32]) is: 

IJ � JK�∞�M�N ��� � O���� � P Q�� 3 R��N�R�S
T  UC���		�15� 

J  is the mass matrix, JK�∞�  is the added mass matrix at 

infinite frequency;  O is the hydrostatic stiffness; Q�� 3 R� is the acceleration convolution integral function; UC��� are the total external forces. UC��� includes the Froude 

Krylov forces, scattering forces, mooring forces,  slowly varying 

wave drift forces, and drag forces (quadratic). Additional details 

concerning SIMDYN are published in [4]. 

 
Fig. 5 Panel model of the FPS used in MDL-HYDROD 

The Froude Krylov forces and scattering forces are obtained 

from the in-house frequency domain hydrodynamics analysis 

program MDL-HYDROD (refer to [11], [12] and [33]) and are 

converted from the frequency domain to the time domain in 

SIMDYN. Fig. 5 shows the panel model used in MDL-

HYDROD. The origin (0, 0, 0) to define six degrees of freedom 

body motion is located on the calm water elevation of the 

central axis. The 3-leg mooring system is modeled by coupling 

SIMDYN (our in-house time domain simulator, FORTRAN) 

with the open-source Mooring Analysis Program (MAP++). 

MAP++ [9] is a library designed to model the Multi-Segmented, 

Quasi-Static (MSQS) mooring lines. MAP++ ignores the inertia 

forces of the mooring lines and the fluid drag forces on the 

mooring lines. Fig. 6 shows how MAP++ works with SIMDYN. 

 

Fig. 6 Coupling of SIMDYN and MAP++ �UBD,� , 	UB�,� , UBV,��  denotes the instantaneous fairlead 

translation forces of mooring line number � . The fairlead 

position of mooring line number � , �B,�  ��B,� , 	�B,� , 	WB,�� is 

projected from the origin of the body coordinate system. The 

model test used the following parameters (1:25 scale) in the 

mooring modeling. The simulations and the experiments used 

the same mooring parameters to be as accurate as possible. 

Table 1 lists the important modeling parameters. 

Table 1 Parameters for the floating power system 

Particulars Value 

Mass M (kg) 11337.9 

Length Lpp (m) 5.00 

Breadth B (m) 5.00 

Height D (m) 2.25 

VCG (m) 0.64 

Kxx (m) 1.386 

Kyy (m) 1.386 

Kzz (m) 1.821 

Draft T (m) 0.75 

Water Depth h (m) 25.0 

Mooring Length (m) 75.0 

Mass/Unit length (kg/m) 28.438 

EA (N) 1.0×108 

Scale of the Experimental Model 1:25 

 

VCG is the vertical center of gravity and it is measured from 

the calm water plane (instead of from the bottom or keel of the 

body). Kxx, Kyy and Kzz are the gyradii, taken around the center 

of gravity. The motion responses (surge, heave and pitch) are 

compared in Table 2. The comparison of the motion responses is 

given by the ratio of the standard deviations from SIMDYN to 

those from the model tests. 

Table 2 Motion responses ratio (SIMDYN/model test) 

Sea 

state 
Hs Tp Surge Heave Pitch 

1 3.00  6.0  65.0% 101.2% 136.0% 

2 3.00  7.5  67.9% 102.1% 133.0% 

3 3.00  8.5  71.6% 102.4% 130.1% 

9 0.50  7.5  92.8% 100.0% 96.4% 

10 0.50  8.5  93.5% 100.5% 96.2% 

11 0.50  10.0  92.7% 100.5% 95.9% 

15 1.75  7.5  74.6% 100.2% 110.9% 

16 1.75  8.5  81.4% 100.4% 108.1% 

17 1.75  10.0  87.5% 100.6% 104.1% 
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18 1.75  12.5  89.9% 101.0% 107.4% 

19 1.75  15.0  82.4% 101.2% 109.4% 

20 1.75  17.5  81.0% 101.4% 110.6% 

Average     81.7% 101.0% 111.5% 

4. R-MISO Coherence Analysis  

From the standard derivation comparison, we can find that the 

surge motion is about 18% lower than the model tests, this may 

be due to the inevitable discrepancy in modeling the mooring 

system. Inputs for the mooring system is estimated in this model 

test and that the surge motion is relative more sensitive to the 

mooring modeling.  

The slowly varying wave drift forces may also account for 

part of the discrepancy. Even though the slowly varying wave 

drift forces are calculated from the full quadratic transfer 

function (QTF) matrix using Pinkster’s approximation (see [10]) 

recently implemented in MDL’s MDL-HYDROD (see [11]), the 

drift forces remain to be examined further.  

Considering the uncertainties in the drift forces and mooring 

system modeling that significantly affects the surge motion 

more than the heave and the pitch, the surge motion will be 

studied but no damping or viscous drag correction will be 

implemented.  

In addition, since it can be observed that case 1~3, case 9~11, 

case 15~17 and case 18~20 are similar in significant wave 

heights and standard deviations, they are put into 4 groups. The 

paper presents the analysis results of only the most 

representative cases selected from those groups for clearness. 

The coherence analysis aims to reveal the most relevant input 

variables for a degree of freedom. If the partial coherence 

function for an input variable is not significant (always smaller 

than 0.1 or greater than 0.1 in frequency range where the motion 

power spectrum density, PSD, is very small), it means that the 

contribution from that input variable may be removed from the 

R-MISO analysis. In this way, the partial coherence functions 

can help us determine which input variables are suitable for R-

MISO. In actual practice, it seems that sometimes R-SISO is 

good enough (e.g. for the heave) in getting good correlation 

between simulations and model tests.  

In addition, the cumulative coherence functions are plotted to 

show the goodness for coherence analysis (presenting how 

much percentage of the output variable is contributed by the 

selected input variables). The motion power spectrum density 

(PSD) from the model tests is also plotted for the investigated 

degree of freedom. This is very helpful because we would not 

pay too much attention to the frequency range with little energy 

distribution (e.g. for pitch, frequency greater than 2.2 rad/s).   

From the mass matrix in calculating the motion RAO, we 

know that the surge and the pitch is coupled (through the non-

zero vertical center of gravity) while the heave is relatively 

independent. Consequently, for surge: the input variables are 

surge motion �	, quadratic surge velocity X	� and pitch motion �Y  while the output variable is surge diffraction (incident and 

scattering) excitation force (note that the drift force is not 

included in the R-MISO). Similarly, for the heave: the input 

variables are heave motion �Z and quadratic heave velocity XZ� 

while the output variable is the heave diffraction (incident and 

scattering) excitation force. For pitch: the input variables are 

pitch motion �Y , quadratic pitch velocity XY�  and surge motion �	 while the output variable is the pitch diffraction (incident and 

scattering) excitation moment.  

4.1 Coherence function for the surge motion 

Fig. 6 and Fig. 7 show the coherence analysis for the surge 

under sea state 3 and sea state 18, respectively. They are quite 

representative of the coherence functions for surge. 

 
Fig. 6 Surge coherence analysis for sea state 3 
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Fig. 7 Surge coherence analysis for sea state 18 

We can find that the first input variable surge motion �	 

contributes above 80% while the quadratic surge velocity X	� 

and pitch motion �Y  are usually small within important surge 

PSD range. We need to note that surge under sea state 3 is 

different from that under sea state 18 in that it has significant 

low frequency (largely drift contribution) but due to surge drift 

force assessment in SIMDYN and MDL-HYDROD, that part 

may not be captured well by the R-MISO technique at this 

moment. The R-SISO technique (the only input variable is the 

surge motion �	 ) is therefore adopted for surge to help 

understand the linear damping in surge. 

4.2 Coherence function for the heave motion 

Fig. 8 and Fig. 9 show coherence analysis for the heave in sea 

state 3 and sea state 11, respectively. They are quite 

representative of the coherence functions for the heave.  

We can find that the first input variable heave motion �Z 

contributes above 95% (dominating) while the quadratic heave 

velocity XZ�  contribution is small within important heave PSD 

range for the heave (0.4 rad/s ~ 1.6 rad/s). So the transfer 

function analysis of the heave is performed using the R-SISO 

technique and the only input variable is the heave motion �Z. 

 
Fig. 8 Heave coherence analysis for sea state 3 

 
Fig. 9 Heave coherence analysis for sea state 11 

4.3 Coherence function for the pitch motion 

0 0.5 1 1.5 2 2.5 3

Frequency (rad/s)

0

0.2

0.4

0.6

0.8

1

Sea state: 18 Hs: 1.75m Tp: 12.5s

x1

v1
2

x5

0 0.5 1 1.5 2 2.5 3

Frequency (rad/s)

0

0.2

0.4

0.6

0.8

1

x1

x1+v1
2

all

0 0.5 1 1.5 2 2.5 3

Frequency (rad/s)

0

1

2
Power Spectrum Density

0 0.5 1 1.5 2 2.5 3
Frequency (rad/s)

0

0.2

0.4

0.6

0.8

1

P
a

rt
ia

l 
C

o
h

e
re

n
c
e

Sea state: 3 Hs: 3m Tp: 8.5s

x3

v3
2

0 0.5 1 1.5 2 2.5 3

Frequency (rad/s)

0

0.2

0.4

0.6

0.8

1

C
u

m
u

la
ti
v
e

 C
o

h
e

re
n

c
e

x3

all

0 0.5 1 1.5 2 2.5 3

Frequency (rad/s)

0

0.5

1

1.5

P
S

D
(m

2
) Power Spectrum Density

0 0.5 1 1.5 2 2.5 3
Frequency (rad/s)

0

0.2

0.4

0.6

0.8

1

Sea state: 11 Hs: 0.5m Tp: 10s

x3

v3
2

0 0.5 1 1.5 2 2.5 3
Frequency (rad/s)

0

0.2

0.4

0.6

0.8

1

x3

all

0 0.5 1 1.5 2 2.5 3
Frequency (rad/s)

0

0.02

0.04
Power Spectrum Density



 

7 

 
Fig. 10 Pitch coherence analysis for sea state 2 

 
Fig. 11 Pitch coherence analysis for sea state 16 

Fig. 10 and Fig. 11 show coherence analysis for the pitch in 

sea state 2 and sea state 16, respectively. They are quite 

representative of the coherence functions for pitch. 

We can find that the first input variable pitch motion �Y 

contributes above 60% and contribution from the quadratic pitch 

velocity XY� is not negligible within important pitch PSD range 

(0.5 rad/s ~ 2.5 rad/s). The surge motion �	  should also be 

included in R-MISO transfer function analysis after the surge 

motion (i.e. surge drift) can be modeled better. In the current R-

MISO transfer function analysis for the pitch, the first input is 

the pitch motion �Y  and the other input is the quadratic pitch 

velocity XY|XY|. 
5.  R-MISO transfer function analysis  

The generic transfer function from the motion ��  to the 

diffraction excitation U�  is: ������  O�� 3 ��IJ � JK�����M � ��I[��� � [\���M		�16�	
Besides the terms that have been declared in the equation (15),  [��� is the (linear) radiation damping, which corresponds to 

energy dissipation in the radiated waves (excited by the 

oscillation of the structure).  [\��� is the additional linear damping due to viscosity. The 

addition linear damping (and the additional quadratic damping) 

needs to be implemented because our (time domain) simulations 

is based on the potential flow theory. In the potential flow 

theory, viscosity of the fluid is not taken into consideration. [\��� can be evaluated by several different methods (including 

free decay tests, system identifications). If no linear damping 

correction is made, [\���  will be zero, which neglects the 

(linear) viscous effects.  

Before an oscillatory flow separates from the surface of the 

body, the viscous damping force can be modeled well as a linear 

function of velocity. After an oscillatory flow separates from the 

surface of the body, the viscous damping force can be modeled 

more reasonably as a quadratic function of velocity. 

The quadratic damping is also induced by viscosity. While the 

linear viscous damping is mainly attributed to the frictional 

force between the fluid and the submerged body (within the 

boundary layer), the quadratic damping is mainly induced by the 

flow separation as well as the vortex shedding. Actually, the two 

forms of the viscous damping are usually used together to better 

approximate the real viscous effects. 

5.1 Transfer function for the surge motion 

As discussed in section 4.1, R-SISO analysis is applied to the 

surge equation of motion. The surge transfer function shown in 

Fig. 12 is typical for the 12 irregular sea states. In the R-SISO 

analysis, the input is the surge motion time series (from the 

experiments and from the SIMDYN simulations, respectively) 

while the output is the surge force time series. The derived 

system identification technique in section 2.1 is used to 

calculate the transfer function from the time series. 
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Fig. 12 Typical surge R-SISO results 

In general, the transfer function for the wave frequency is 

modeled correctly. As much of the surge variance exists in the 

low frequency region that is closely related to the slowly 

varying surge drift force, modeling remains to be improved by 

better evaluation for the drift force.  

5.2 Transfer function for the heave motion 

As discussed in section 3.1, R-SISO analysis is applied to the 

heave motion. Fig. 13 and Fig. 14 show the typical heave 

transfer functions. In general, from R-SISO analysis, we can tell 

that the heave motion is modeled very accurately even before 

any damping correction is made.  

 
Fig. 13 Sea state 3 heave transfer function from R-SISO 

 
Fig. 14 Sea state 16 heave transfer function from the R-SISO 

In addition, when Fig. 13 and Fig. 14 is compared, it can be 

found that the R-SISO technique works better with the milder 

sea state. Heave motion can be modeled quite well with the 

generic transfer function (16) but as the sea state (wave height) 

increases, the accuracy of the equation (16) decreases. 

Considering that the heave standard deviation difference 

between the model tests and the SIMDYN results are already 

within 2.5% (on an average 1.0% error only), it’s believed that 

additional damping correction is not necessary.  

Fig. 15 is a typical heave time series comparison with the 

model test. The simulation program directly takes the calibrated 

wave time history at the FPS’s moored position (provided by the 

Beaufort Research/HMRC, Ireland) for the corresponding sea 

states. The calibrated waves are repeatable. Therefore, when the 

FPS is in place, the incident wave is identical to the calibrated 

wave. This confirms that for the heave the R-SISO method is 

good enough. 
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Fig. 15 Sea state 16 heave correlation with model test 

5.3 Transfer function for the pitch motion 

The R-MISO technique becomes most valuable for the study 

of the pitch motion. The first transfer function between the pitch 

motion and the pitch moment is the equation (16) while the 

second transfer function ��  satisfies the equation (17) below 

([32] & [34]): �� ∙ �X�|X�|�  U�																																		�17� U�  is the quadratic damping force. �� , the second transfer 

function is usually determined from the model test. Remind the 

typical formula for the drag force: 12 ^_`K ∙ �X�|X�|�  U� 																																	�18� 
By comparing equation (17) with equation (18), it is 

reasonable to assume that the second transfer function �� (i.e. 

the quadratic damping) is a coefficient. 

Using the R-MISO technique, we can assess how much linear 

damping in the equation (16) and quadratic damping in the 

equation (17) that needs to be added into the simulation. Based 

on the transfer function, we may make corrections to those 

damping in the time domain simulations. 

Sea state 2 is a typical case that the linear damping needs to be 

compensated. The square of transfer function error is the 

indicator for deciding the damping corrections. The procedure is 

(take sea state 2 as an example): 

(1) Estimate the range of damping correction [0, 5×104] (using 

the step of 1×104) and run the simulations with these damping 

corrections; 

(2) Perform the system identification analysis to get the 

transfer functions from these simulations; 

 
Fig. 16 Sea state 2 pitch transfer function from R-MISO 

Fig. 16 shows the pitch transfer function from R-MISO. Please 

note that only the first transfer function (from the pitch motion 

to the pitch moment) is plotted because the second input 

(quadratic pitch velocity) is conditioned using the first input, 

therefore, it’s always important to correct the first transfer 

function first. 

(3) Get the error indicator -a  (sum of the transfer function 

errors’ squared): 

-a �*|�A�B����| 3 b�CDE����b+�cd
��	 																		�18�	

(4) Plot -a to select the damping correction that best fit the 

transfer function in the simulation to the transfer function in the 

model test: 

 
Fig. 16 Determining sea state 2 linear damping 

(5) Damping correction 3×104  ∙ &/�=f@/?�  makes the best 

transfer function fitting, so 3×104  ∙ &/�=f@/?�is the linear 

damping we propose. (We can tell from the standard deviation 
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comparison that this is a good value.) 

 
Using similar method, the quadratic damping corrections 

can also evaluated (see the next example, sea state 20). Based 

on Fig. 16 and the equation (16), additional 3×104  ∙&/�=f@/?�  linear damping is estimated and should be 

implemented into the time domain simulation. Fig. 17 shows the 

pitch transfer function from R-MISO after the damping 

correction. In general, the comparison improved over the 

frequency range 0.5 rad/s ~ 2.7 rad/s (from the pitch PSD).  

 
Fig. 17 Sea state 2 pitch (after linear damping correction) the 

transfer function from R-MISO 

Correspondingly, in the time domain simulation, the standard 

deviation error drops significantly from 33.0% to -3.4%. The 

better correlation can also be observed in Fig. 18.  

 
Fig. 18 Sea state 2 pitch time series comparison  

It can be observed that the pitch motion comparison in Fig. 18 

is not as perfect as the heave motion comparison in Fig. 15. For 

pitch, the test target is symmetric (meaning it is same with 90-

degree rotation around z-axis). Therefore, the pitch motion is in 

this sense similar to roll motion (remind that roll damping for 

ship is notoriously complicated). The most common, linear time 

domain potential flow method is what we used in this study 

(SIMDYN). If we stick to this method, further improvements 

are very limited. However, we have implemented in SIMDYN 

the capability of using the blended time domain potential flow 

method (can better handle the instantaneous Froude-Krylov and 

hydrostatic forces). That will improve the time series 

comparison (at the cost of calculation time) [6]. 

Sea state 20 is a typical case that the quadratic damping needs 

to be compensated for. Fig. 19 shows the pitch transfer function 

from R-MISO. The first transfer function (from the pitch motion 

to the pitch moment) yields reasonable comparison with the 

model test while the second transfer function is low compared to 

the model test. 

 
Fig. 19 Sea state 20 pitch transfer functions from R-MISO 

Based on Fig. 19 and the equation (17), additional 2×105  ∙&/�=f@/?��  quadratic damping is estimated and is 

implemented into the time domain simulation. Fig. 20 shows the 

second transfer function (the corresponding input is the 

quadratic pitch velocity) from R-MISO after the damping 

correction. In general, the comparison improved over the 

frequency range 0.3 rad/s ~ 2.5 rad/s (from the pitch PSD).  
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Fig. 20 Sea state 20 pitch transfer functions from R-MISO 

Correspondingly, in the time domain simulation, the standard 

deviation error drops significantly from 10.6% to 2.0%. The 

improved model test correlation can also be observed in Fig. 21.  

For pitch, since the test target is symmetric (meaning it is 

same with 90-degree rotation around z-axis), the pitch motion is 

similar to roll motion (remind that roll damping for ship is 

notoriously complicated). The time series comparison can be 

further improved by using higher fidelity modelling. In fact, we 

are extending SIMDYN’s capability of using the blended time 

domain method (will better handle the instantaneous Froude-

Krylov and hydrostatic forces). That will improve the time 

series comparison (at the cost of calculation time). 

 
Fig. 21 Sea state 2 pitch time series comparison  

Similar corrections are made for other irregular sea states. The 

damping corrections revealed by system identification and the 

standard deviation improvements are listed in Table 3. In 

general, the error of standard deviation is reduced from 11.5% 

to -1.9%.  

Table 3 Motion responses ratio (SIMDYN/model test) 

Sea 

state 

Linear 

correction 

Quadratic 

correction 

Pitch w/o 

correction) 

Pitch w. 

correction) 

1  5.0×104 136.0% 100.1% 

2 3.0×104  133.0% 96.6% 

3 3.0×104  130.1% 96.0% 

9   96.4% 96.4% 

10   96.2% 96.2% 

11   95.9% 95.9% 

15  5.0×104 110.9% 97.0% 

16  5.0×104 108.1% 98.3% 

17  5.0×104 104.1% 97.4% 

18  1.0×105 107.4% 100.8% 

19  1.5×105 109.4% 100.5% 

20  2.0×105 110.6% 102.0% 

Average     111.5% 98.1% 

 

5.4 Discussions of R-MISO transfer function analysis 

Conventionally the viscous damping can be estimated by: 

a) Empirical formula: give (rough) estimations of the damping 

but the accuracies vary significantly. 

b) Free decay tests: only provide the damping at the natural 

frequency. 

c) Forced oscillation tests: test facilities are very expensive. 

What’s more, they are generally limited to model scale. 

In the model tests of the floating power system (by Beaufort 

Research/HMRC), free decay tests or forced oscillation tests 

were not performed. There is no empirical formula appropriate 

for this geometry (as it is a relatively novel form of a floating 

wave energy device). System identification is not just the choice 

when other alternatives are absent, it (i.e. R-MISO in this paper) 

is superior to other methods a)-c) in that: 

•  It reveals the variation of quadratic (and linear) damping 

with frequency, which cannot be effectively done 

otherwise.  

•  It can directly deal with cases under random sea states, 

which is the most meaningful situations, as the actual sea 

state is random.  

Using Reverse-MISO, not only a constant additional quadratic 

damping at the natural frequency can be obtained such as using 

a free decay test (no incident wave involved) but that the 

frequency dependent effective (“effective” means that incident 

waves are  present , and it is therefore more realistic) damping 

can be obtained. In fact, the viscous damping itself under 

different sea states varies considerably (in this study, the wave 

height ranges from 0.5 m to 3.75 m and peak period ranges from 

6.0 s to 17.5 s). The fact that system identification provides the 

frequency dependent damping instead of a constant damping is 
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an significant advantage in reducing the simulation errors. In 

fact, using system identification has improved considerably the 

accuracy of motion predictions compared to using empirical 

formula or free decay test results as was done in many other 

studies (see [4], [16] and [30]). If the viscous damping is taken 

as a constant (from the free decay test), then the overall 

simulation errors (for all the sea states) will remain at a higher 

level.  

6. Conclusions 

The paper presents the first application of the R-MISO system 

identification technique to the model test correlation for a wave 

energy device (the floating power system). The technique is 

primarily applied to validate the time domain simulation model 

and screen for critical input variables for motion in a degree of 

freedom. That practically helps us better interpret the time 

domain results. In naval architecture and ocean engineering 

research, previous studies have seen applications of the system 

identification method to a moving ship. This paper applies the 

method to a stationary (i.e., realistically moored) non-ship-shape 

geometry. 

Coherence analysis through system identification provides a 

frequency domain perspective to examine the simulation of a 

wave energy device. For this wave energy device, coherence 

analysis reveals that the heave degree of freedom can be 

modeled well even without damping corrections as a single 

input (heave motion) single output (heave force) system. Both 

linear damping and quadratic damping contribute considerably 

to the pitch motion in the multiple inputs (pitch motion and 

quadratic pitch velocity) single output (pitch moment) system. 

Coherence analysis shows that the surge motion is more 

sensitive to the low frequency drift forces. Further 

improvements of the simulation program are needed to better 

carry out the R-MISO analysis on the surge motion. 

Furthermore, the transfer function analysis is performed to 

assess the necessary damping corrections under the irregular sea 

states based on the model tests data. Implementing the damping 

correction revealed from the system identification method 

effectively improves the accuracy of the time domain 

simulations and should be a valuable correction to the time 

domain simulation of the wave energy devices.  

This study, for the first time, applied the reverse-MISO to a 

realistically (catenary) moored system, which represents typical 

characteristics of wave energy devices. Compared to previous 

studies, the increased complexity of our modelling (6 or 3 

degrees of freedom with catenary mooring modelling) is 

definitely progress in application of the R-MISO system 

identification as an advanced analysis methodology. Our 

research shows that R-MISO can be applied to model test 

correlations of moored floating structures, which categorize the 

majority of wave energy devices and floating offshore platforms. 
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